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ABSTRACT
Quantum error correction requires encoding quantum information into a quantum error correction code and measuring error syndromes to detect and identify possible errors. Quantum fault tolerance typically assumes that syndrome measurements are applied after every logical gate at great expense both in time and number of qubits. Here we demonstrate that not only is this not necessary, but that we may achieve greater accuracy when applying syndrome measurements less often. Our simulations are performed within the [[7,1,3]] quantum error correction code but may be applicable to a broad range of codes.
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1. INTRODUCTION
Quantum error correction (QEC)1–3 is an essential component of hoped for realistic quantum computers. QEC consists of three basic parts: encoding quantum information into a QEC code, measuring error syndromes to detect and identify the error that occurred and, if an error did occur, applying an appropriate recovery operation. Syndrome measurements (SM) are applied often at great expense in terms of implementation time and number of qubits. In fact, standard approaches to quantum fault tolerance (QFT), the computational framework that will allow for successful quantum computation despite a finite probability of error in basic computational gates,4–7 assumes SM are applied after every operation. Here, we demonstrate that applying SM after every operation is not necessary and in fact should not be done. Applying SM less often can provide immense savings in time and qubits and will generally output a more accurate final state. We support our assertion via numerical simulations of multiple single-logical-qubit operations on a qubit of quantum information encoded in the [[7,1,3]] QEC code.8

In order to keep quantum information stored in a QEC code protected from error we must implement logical gates within the encoding. This greatly restricts the possible gates that can be performed. Nevertheless, universal quantum computation can be performed within many QEC codes if we utilize the gate set Clifford gates plus the $T$-gate, a single-qubit $\pi/4$ phase rotation. For Calderbank-Shor-Steane (CSS) codes such as the [[7,1,3]] code, the ‘logical’ $T$-gates can be implemented bit-wise, but ‘logical’ $T$-gates requires interaction between the data qubits and a specified ancilla state.

To implement an arbitrary operation we must determine the proper combination of Clifford and $T$-gates. The question of performing a single-qubit rotation (within prescribed accuracy) was originally examined in9,10 and is now an area of intense investigation.11–17 The primary goal of these explorations has been to design circuits within $\epsilon$ of a desired (arbitrary) rotation while limiting the utilization of resource-heavy $T$-gates. As an example, $R_Z(\theta)$ can be implemented with accuracy better than $10^{-5}$ using 7816 or 5617 $T$-gates, interspersed by at least as many single-qubit Clifford gates. QFT would suggest that SM be applied after each of the more than 100 gates needed at a cost of thousands of additional qubits and hundreds of time steps.

The tenets of QFT guarantee successful quantum computation, but at the cost of a great number of qubits and gates. Recent work has explored the consequences of relaxing some of these strict rules while still achieving high fidelity gates.18–20 A few studies have specifically addressed the question of performing SM less often than after every gate.21–25 They demonstrate that applying SM less often will consume less resources, while still enabling successful quantum computation and, in general, achieving higher fidelity.

The following argument demonstrates that there is no fundamental need to apply SM after every logical gate. Let us use as our example the [[7,1,3]] QEC code. Measuring the syndromes of this code will allow us to correctly identify and
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correct an error on a single physical qubit. Were errors to have occurred on two (physical) qubits the SM will (generally) misidentify the error. For this example, we begin with a single qubit state perfectly encoded in the [[7,1,3]] QEC code. We then apply Clifford gates that are imperfectly implemented: causing an error on each qubit with probability $p \ll 1$. After one Clifford gate the probability that an error occurred on one qubit is then $7p - \mathcal{O}(p^2)$. The probability that an error occurred on two qubits is $21p^2 - \mathcal{O}(p^3)$. Given that $p$ is small we can reasonably assume that, at most, only one qubit will have an error. That error can be identified by SM and corrected by an appropriate recovery operation. If we were now to implement a second Clifford gate, without performing SM in between, the probability that an error occurred to one qubit increases to $14p - \mathcal{O}(p^2)$ and the probability that errors occurred to two qubits increases to $84p^2 - \mathcal{O}(p^3)$. Again, the probability of errors on two qubits is second order in $p$ and if we were to now apply SM and a recovery operation we will almost certainly correct the state of the system. After $n$ gates without SM the probability of an error on one qubit is $7n - \mathcal{O}(p^2)$ and on two qubits $21(n + \binom{n}{2})p^2$. Yet again, the probability that two errors occur remains of order $p^2$ and SM will correct the single-qubit errors. Given that QEC will correct an error of one qubit and the probability of errors on two qubits is small clearly QEC is not needed until the end of the gate sequence. This is because at no point will the probability of errors on two or more qubits be of order $p$ (a similar argument can be made when including a two-qubit Clifford gate such as a controlled-NOT gate, this will be explored elsewhere). $T$-gates are not implemented bit-wise. Nevertheless, as we demonstrate below, the rules of QFT ensure that the probability of an error occurring on two qubits is of order $p^2$. Thus, even if our gate sequence includes $T$-gates, assuming the error probability is small enough, there is no reason to apply SM until the end of the entire sequence.

So why is it assumed that SM are applied often? The reason is that our error probability is not that low. If we do not apply SM often enough the probability that errors will occur on two qubits will become too high. This will either cause the SM at the end of the gate sequence to be too high, or will cause strong degradation of fidelity even if the SM may be successful. Of course, if SM were implemented perfectly and we had infinite resources, we should apply SM as often as possible. Given that this is unrealistic we are left to ask, how often should SM be applied? Constant application of SM will be costly in time and qubits and, because they are imperfect, may introduce additional errors. Not applying SM often enough may allow error probabilities to grow too quickly.

Our explorations will be conducted via simulations of logical single-qubit gates performed on quantum information encoded in the [[7,1,3]] QEC code in a nonequiprobable Pauli operator error environment with non-correlated errors. In this error model different Pauli errors occur with different arbitrary probabilities. Each individual physical qubit that takes part in a gate, measurement, or initialization undergoes a $\sigma_i^j$ error with probability $p_x$, $\sigma_y^j$ error with probability $p_y$, and $\sigma_z^j$ error with probability $p_z$, where $\sigma_i^j$, $i = x, y, z$ are the Pauli spin operators on qubit $j$. Qubits not taking part in a gate operation, initialization, or measurement are assumed to be perfectly stored.

In our simulations we begin with an arbitrary single-qubit state, $|\psi\rangle = \cos \alpha |0\rangle + e^{i\beta} \sin \alpha |1\rangle$, perfectly encoded into the [[7,1,3]] error correction code. We then apply of sequence of gates. The sequence is made up of composite gates $A = HPT$ and $B = HT$, where $H$ is the Hadamard gate and $P$ is a phase gate. These composite gates are form the basic building blocks for longer gate sequences capable of implementing arbitrary single qubit gates. The exact simulations of each gates is as follows. Implementing a Clifford gate, $C$ on the [[7,1,3]] QEC code requires implementing $C^\dagger$ on each of the 7 qubits. The first step in performing the logical $T$-gate is the construction of the ancilla state $|\Theta\rangle = \frac{1}{\sqrt{2}}(|0_L\rangle + e^{i\frac{\pi}{4}}|1_L\rangle)$, where $|0_L\rangle$ and $|1_L\rangle$ are the logical basis states on the [[7,1,3]] QEC code. Bit-wise CNOT gates are then applied between the state $|\Theta\rangle$ and the encoded state with the $|\Theta\rangle$ state qubits as control. Measurement of zero on the encoded state projects onto the qubits that had made up the $|\Theta\rangle$ state the encoded state with the application of a $T$-gate.

To ensure fault tolerance in the construction of $|\Theta\rangle$ requires the following steps: (1) A logical zero state is encoded by applying error correction to 7 qubits all initially in the state $|0\rangle$. We use Shor state ancilla for syndrome measurements. (2) A seven qubit Shor state in constructed and proper verifications are applied. (3) Seven controlled-ZPX gates:

$$C(ZPX) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & e^{-i\frac{\pi}{4}} & 0
\end{pmatrix},$$

are applied each between a qubit of the Shor state and a qubit of the logical zero state with the Shor state qubits as control. (4) Measurement of the Shor state (with even parity outcome) completes the projection and the construction of the logical state $|\Theta\rangle$. Circuits for these steps are shown in Figs. 1 and 2. Our simulations follow the method described in.\(^{20}\)
SM are performed via the Shor state ancilla. Shor states appropriate for the \([7,1,3]\) QEC code are four qubit GHZ states with a Hadamard gate appended for each qubit. The construction of the necessary Shor states is now described and, in our simulations, is done in the non-equiprobable error environment. We start with four qubits assumed to be noisily initialized in the state \(\psi_i = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) |000\rangle\). The construction requires three CNOT gates and a verification step to test the parity of the qubits and ensure no error has taken place. The construction is shown in Fig. 2.

As shown in Fig. 2 bit-flip and phase-flip SM each require three measurements to properly locate and identify potential errors. In order to adhere to the rules of QFT, these six SM must be repeated until the same SM is read out twice to ensure that no errors happened during the SM themselves. In our simulations we have assumed that the same SM is read out the first two times. In addition, we assume that the SM indicates no error has occurred. Were the SM to indicate error, a (noisy) recovery operation would have to be applied with some cost to the accuracy of the implementation.

To determine how often SM should be applied during a gate sequence we simulate the implementation of 20 randomly chosen composite gates (comprising 50 total gates):

\[
U = ABBBAAAABBABABABBAA,
\]

with each gate \(H\), \(P\), and \(T\) and all associated ancilla construction, implemented in the non-equiprobable error environment. We then formulate 7 SM application schemes: applying QEC after every gate, \((q = 50)\), after every composite gate \(A\) and \(B\) \((q = 20)\), after every two composite gates \((q = 10)\), after every 5 composite gates \((q = 4)\), after each half of the sequence \(U\) \((q = 2)\), after the entire sequence \((q = 1)\), and not at all \((q = 0)\). Every physical gate of the QEC implementation, including Shor state construction, is also done in the nonequiprobable error environment. Each scheme is simulated for error environments of different values of \(p_x\), \(p_y\) and \(p_z\). Our initial state is the basis state \(|0\rangle\). Other initial states and gate sequences were explored and give similar results.
We find that for error probability \( p = p_x = p_y = p_z \), we can determine how many gates can be performed while the output state fidelity remains below a certain threshold. Output state fidelity \( F \) is a measure of the quality of the output state when QEC is applied after every gate, and it decreases with increasing error probability. Nevertheless, the reduction in accuracy by a few parts in \( 10^4 \) for \( q < 10 \) still provides a 60% savings in time and number of qubits when compared to applying SM after every gate. The case of \( q = 10 \) also provides better accuracy than applying SM after every gate. This demonstrates that applying (noisy) SM more often does not translate to higher fidelity. For \( q < 10 \) we find that the fidelity is lower than when applying SM after every gate. Nevertheless, the reduction in accuracy by a few parts in \( 10^9 \) may be worthwhile given that it comes with a savings in resources of up to 98%.

In a depolarizing environment, the infidelity increases by an order of magnitude for every order of magnitude increase in error probability up to \( p = 10^{-4} \), after which the increase is slightly faster. We now look at the infidelities themselves as a function of error probabilities and number of gates. We concentrate on the case when QEC is applied after every gate and note that deviations from this for the other QEC schemes are extremely small. In a depolarizing environment, the infidelity increases by an order of magnitude for every order of magnitude increase in error probability up to \( p = 10^{-4} \), after which the increase is slightly faster.

<table>
<thead>
<tr>
<th>( q )</th>
<th>( p = 10^{-9} )</th>
<th>( p = 10^{-7} )</th>
<th>( p = 10^{-5} )</th>
<th>( p = 10^{-3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>( 4.50 \times 10^{-8} )</td>
<td>( 4.50 \times 10^{-6} )</td>
<td>( 4.54 \times 10^{-4} )</td>
<td>( 8.27 \times 10^{-2} )</td>
</tr>
<tr>
<td>20</td>
<td>( 1.46 \times 10^{-7} )</td>
<td>( 7.52 \times 10^{-7} )</td>
<td>( 7.56 \times 10^{-5} )</td>
<td>( 7.85 \times 10^{-5} )</td>
</tr>
<tr>
<td>10</td>
<td>( 1.62 \times 10^{-7} )</td>
<td>( 2.73 \times 10^{-7} )</td>
<td>( 2.80 \times 10^{-5} )</td>
<td>( 4.97 \times 10^{-3} )</td>
</tr>
<tr>
<td>4</td>
<td>( 2.34 \times 10^{-7} )</td>
<td>( -1.97 \times 10^{-7} )</td>
<td>( -1.89 \times 10^{-5} )</td>
<td>( 1.52 \times 10^{-3} )</td>
</tr>
<tr>
<td>2</td>
<td>( 2.20 \times 10^{-7} )</td>
<td>( -2.73 \times 10^{-7} )</td>
<td>( -2.65 \times 10^{-5} )</td>
<td>( 9.88 \times 10^{-4} )</td>
</tr>
<tr>
<td>1</td>
<td>( 2.96 \times 10^{-7} )</td>
<td>( -3.41 \times 10^{-7} )</td>
<td>( -3.32 \times 10^{-5} )</td>
<td>( 5.12 \times 10^{-4} )</td>
</tr>
<tr>
<td>0</td>
<td>( -1.02 )</td>
<td>( -1.02 )</td>
<td>( -1.01 )</td>
<td>( -0.544 )</td>
</tr>
</tbody>
</table>

We now look at the infidelities themselves as a function of error probabilities and number of gates. We concentrate on the case when QEC is applied after every gate and note that deviations from this for the other QEC schemes are extremely small. In a depolarizing environment, the infidelity increases by an order of magnitude for every order of magnitude increase in error probability up to \( p = 10^{-4} \), after which the increase is slightly faster.

In a depolarizing environment, the infidelity increases linearly as a function of gate number as shown in Fig. 3. When QEC is not applied after every gate, the infidelity is lowest after a \( T \) gate and increases after application of an \( H \) or \( P \) gate. This behavior will be explored elsewhere. When QEC is applied, the infidelity is lowered practically to that of the scheme when QEC is applied after every gate. The linear fit for infidelity for an error probability of \( p = 10^{-3} \) is given by \( 8.1 \times 10^{-4} t + .045 \) where \( t \) is the gate number. For \( p = 10^{-5}, 10^{-7}, \) and \( 10^{-9} \), the fits are given by \( 8.3 \times 10^{-8} t + 4.5 \times 10^{-4} \), \( 8.3 \times 10^{-12} t + 4.5 \times 10^{-5} \), and \( 8.3 \times 10^{-16} t + 4.5 \times 10^{-7} \). To achieve better insight, we define a critical fidelity, \( F_c \). Output states with lower fidelity will be considered unacceptable. Based on the fits we can determine how many gates can be performed while the output state fidelity remains below \( F_c \). Assuming \( F_c = .9 \) we find that for error probability \( p = 10^{-3} \) 69 gates can be performed. For \( p = 10^{-5}, 10^{-7}, \) and \( 10^{-9} \), the number of
gates is $1.1 \times 10^7$, $1.1 \times 10^{11}$, and $2.5 \times 10^{15}$. In other words, for every order of magnitude decrease in error probability, we find about a two order magnitude increase in the number of gates that can be performed for a given $F_c$ (similar trends occur for other values of $F_c$).

In conclusion, our study casts doubt on the assumption that one should apply SM after every logical gate. Our simulations demonstrate that applying Shor state SM on information encoded in the [[7,1,3]] QEC code after every logical gate will generally not maximize the output state fidelity. In a depolarizing environment it is best to apply QEC after every composite $A$ and $B$ gate. In addition, the difference in fidelity between the scheme where QEC is applied after every gate and a scheme where QEC is applied only once after 50 gates is extremely minimal. It may be far more practical to apply SM less often and gain a 50-fold savings in time and number of qubits.

Our analysis points to additional trends that are important for aspects of quantum fault tolerance. First, we have determined the change in fidelity for the depolarizing environment as a function of error probability. Importantly we have calculated the number of gates that can be applied in a depolarizing environment before reaching a given critical fidelity and shown how that number changes with error strength. Finally, we have seen how the fidelity changes with time depending on which gates and when SM are applied. While these simulations were done with a specific choice of QEC code and SM the results promise to be important for explorations of other QEC choices. Further work will explore other QEC codes and strategies with the goal of tailoring an optimal error correction and SM approach to a given error environment.
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