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AI is great at finding more of what you 
know–but not at finding things you never 
thought to look for. Let’s change that. 

Investigating alternate hypotheses is an important part  
of both science and intelligence analysis. Confirmation 
bias pushes us to overweight evidence matching 
our initial hypothesis and discounting evidence to 
the contrary. Intelligence analysts know not to cling 
too tightly to a hypothesis until they acquire enough 
evidence to support it and find no or little evidence that 
contradicts it. Current artificial intelligence (AI) systems 
help us with finding supporting evidence but do little  
to help us find contradictory evidence.  

AI excels at helping analysts automate the task of finding 
results in a vast sea of data based on previously known 
examples. It can locate heavy equipment in overhead 
imagery, identify documents of potential interest out  
of millions of others, and sort photos into like bins.  
It is more difficult for AI to help us find things we do not 
know to look for as AI applications often have the same 
built-in confirmation bias we try to avoid. We need systems  
that not only help us find supporting evidence but also 
potential evidence for one or more alternate hypotheses.

The challenge of AI-enabled discovery of unknowns 
is well recognized in the field, and there is some work 
to address it such as the DARPA Automated Scientific 

Knowlede Extraction (ASKE) project. This paper looks at 
the challenge when AI is applied to intelligence analysis.

There are two potential paths through which using AI 
applications can help analysts investigate alternate 
hypotheses more thoroughly. They are:

 � “Widening the net” by using an ensembled 
approach of machine learning algorithms for 
clustering, classification, and word embedding  
to identify topics outside an initial investigation.

 � Augmenting analytical structured argumentation 
with information retrieval systems designed to help 
analysts locate information supporting or 
contradicting their initial hypotheses.

In addition, future investments are necessary to make 
the process of identifying alternate hypotheses more 
valuable to analysts. These include providing better tools  
to help analysts organize their evidence and, at the same  
time, identify potential gaps in their arguments; building 
in features to highlight the analysis of competing 
hypotheses into search engines; and identifying ways 
in which AI can assist analysts in filling out a structured 
argument pathway or searching for evidence to support 
each node in their argument. AI can play an important 
role in strengthening the use and effectiveness of 
alternate hypotheses in the analytic process, leading to 
stronger and more accurate assessments for  
the Intelligence Community’s (IC) current and future 
customers.
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Introduction

Many traditional uses of AI and machine learning (ML) 
focus on statistical methods to find similar data. We often  
build models from “training” data in order to find similar  
patterns in larger sets of unknown data. We train 
algorithms on labeled audio recordings to identify particular  
words or phrases found in larger sets of unlabeled audio 
recordings. We use document classification models to 
find and label documents similar to ones in a labeled 
training set. Typical use of ML helps us find things 
similar to things we already know. It is harder to use ML 
(and AI in general) to find things we do not know.

Consider, for example, an intelligence analyst responsible  
for looking at new potential weapon systems in  
a particular country. Part of the analyst’s duties is to 
search for evidence in large amounts of open source 
reporting, imagery, and intelligence reports. The analyst 
receives a lead that their country of responsibility is using  
a chemical agent in a new weapon system and begins  
to conduct further investigative analysis. Over time,  
the analyst builds a solid amount of evidence pointing to 
the use of this chemical agent. An important question  
at this stage of analysis is whether there is sufficient 
evidence to prove the hypothesis true. What if  
the acquisition of the chemical agent was actually for 
another purpose? Could this evidence be pointing to  
a different result, or is there available evidence the analyst  
has not seen, indicating this hypothesis to be false? 
The analyst looks through the information, does not 
find any specific evidence of another use, writes up 
their intelligence report and provides it to customers, 
either decision-makers or warfighters, who potentially 
take action on the report. Many times, analysts develop 
a hypothesis and back it up with evidence but have 
no clear way to determine what evidence exists for an 
alternative hypothesis or if evidence exists to disprove 
the hypothesis.

While the IC understands and conducts analyses of 
competing hypotheses, the time needed, and process  
required for such exhaustive analysis is often 

cumbersome and often skipped for short-term tasks or 
problems with a smaller focus. Yet, understanding what 
hypotheses have been considered and explicitly rejected 
is also key to the analyst’s final conclusions. 

 
AI’s Current Role

Given this scenario, machine learning applications help  
analysts discover information related to their initial 
hypothesis. Search engines bring back documents 
based on the analyst’s queries. Recommendation 
engines, a common application of AI, present 
documents similar to ones the analyst already acquired. 
Image recognition algorithms identify subjects based  
on pre-defined and pre-labeled training data. 

The Dangers of AI’s Biases
Many implementations of artificial intelligence 

are at risk of building models based on biased 

training data. AI and ML models are only as 

good as the data upon which they’re trained 

and most often these data contain flaws that 

bias the model. Many AI models can be easy 

to fool, require extraordinary amounts of 

training data, provide no information on how 

they work internally, and come nowhere near 

to matching the cognitive capabilities of  

a human being. In this article we recommend 

joining machine learning techniques with 

human cognition to offset the bias of both 

groups and build a partnership well beyond  

the sum of the parts.
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Figure 1 Document clusters  
and topics from two million  
biomedical journals. (Boyack 2011)

Most statistical-based machine learning algorithms act 
upon examples of what we already know. They do not  
help identify “unknown unknowns.”  One way to attempt  
to identify “unknown unknowns” is by using unsupervised  
learning algorithms. For example, clustering algorithms 
can look for differences among a large set of data and 
bin the data based on these differences without needing 
to be trained. An analyst could run thousands

of documents through a clustering algorithm to identify 
groups of documents with similar word usage in them. 
The tools would then help the analyst identify the top 
words per cluster to see which words pulled it into 
one bin or another and identify potential new topics 
from these words. Figure 1 shows an example of 
document clustering and topic identification for 2 million 
biomedical journals.
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Clustering like this has a few drawbacks. First, it often 
clusters on words with no actual contextual meaning 
since no human told it what topics to track. Second,  
it often requires identifying a fixed number of clusters 
which can be a shot in the dark when you are not sure 
how many topics exist in the corpus. Often continual 
iterative approaches are required to find optimal clusters.

There is another disadvantage for finding “unknown 
unknowns” using clustering: you must define a boundary  
around the whole corpus you intend to cluster.  
An analyst cannot run clustering algorithms against all 
possible documents because the total size is too large, 
and the number of topics becomes so large it becomes 
meaningless. Instead, the analyst must define an outer 
boundary of documents to investigate. How does  
the analyst know which documents to include? If they 
run queries to draw a larger set of data, the results  
are still bound by the original queries. They are not truly 
“unknown unknowns.”

Widening the Net: Word Embedding  
for Query Expansion

One way to find potential “unknown unknowns” is to 
widen the net. Instead of pulling back a large number  
of documents based on known queries, various tools 
can help analysts discover new queries based on  
the documents returned from the initial set of queries.  
One method to do this is by using a technique called 
“word embedding.”

Word embedding is a form of unsupervised learning 
in which mathematical word vectors are created 
by identifying the use and position of words within 
sentences. Fed by very large sets of sentences, models 
based on word embeddings act as a domain-specific 
thesaurus to identify alternate terms or language often 
used in a similar context in a large corpus.

Using word embedding models, analysts can run queries  
and, instead of getting back documents, they see a list  
of other commonly used terms related to those queries. 

A mixture of positive and negative queries can work 
together to identify entirely new areas of potential 
investigation. These new queries can thus widen the net 
for a larger set of documents, which can then be binned 
using clustering methods described above.

While many large-scale models are built on general 
purpose corpora, such as training on billions of Google 
News articles, word embedding models show great 
value when trained on a large set of domain-specific 
documents such as intelligence message traffic.  
This prevents receiving general-purpose results for  
a given query and instead the word embedding algorithm  
“learns” from the domain-specific text and returns more 
relevant results. Mustard, for example, will be more 
likely associated with “mustard gas” and “chemical 
weapons,” and less often with “ketchup and mustard” 
or “picnic,” when trained on a large corpus of material 
based on weapons of mass destruction.

By mixing word-embedding models, supervised 
document classification models, and unsupervised 
document clustering along with traditional data mining 
techniques, analysts and data scientists can work in 
partnership cyclically to expand the net and focus on 
possible evidence of an alternate hypothesis. Iterative 
steps include:

 � Using search queries to recover a large set  
of documents related to their topic 

 � Clustering these documents to see what new topics 
might reveal themselves

 � Running queries through a large subject-focused 
word embedding algorithm to discover more 
potential terms of interest based on the topics

 � Building a larger set of documents to run through 
clustering and so-on

Analysts partnered with data scientists throughout this 
process can use data mining techniques to filter out 
noise and help identify potential new lines of analysis. 



6MARCH 2021

Building Off of Structured Argumentation

Structured argumentation is an analytic process breaking  
down and investigating a hypothesis holistically. 
Structured argumentation drives the analyst’s thought 
process through a series of logical steps, each backed 
by its own evidence, tracking both positive and negative 
paths. It intends to help analysts think through all of 
the facets of the hypothesis, including those they may 
either skip over or not see to begin with. Such a process 
usually produces a visual map of the argument, with each  
piece of the argument backed by its own array of 
questions and evidence (Tanner 2019).

This process flow is largely manually constructed 
and can be documented using off-the-shelf office 
applications. Although the method of structured 
argumentation is sound, the added burden of  
the process tends to make it less popular among 
analysts. The act of working through all facets of  
the argument may push an analyst to discover previously 
unknown and alternate hypotheses, however. These 
alternative hypotheses would likewise be documented  
in the structured argumentation process.

There is a potential to augment structured argumentation 
with AI and ML applications. Once an analyst has 
developed a structured argument workflow, individual 
queries could search for evidence to support each node  
in the workflow, including seeking out evidence for nodes  
in the argument that disprove the hypothesis.

Potential future investments in this area could include 
an investigation of ways to make the process of 
structured argumentation more facile and valuable to 
analysts. Better tools, for example, may help analysts 
better organize their evidence while, at the same time, 
identifying potential gaps in their arguments. Methods  
to promote an analysis of competing hypotheses could 
be built into the very search tools analysts typically use.  
Another line of investment might focus on helping  
an analyst fill out the structured argument pathway  
or search for evidence to support each node in  
the argument.

Investigate Relevant IARPA Projects

A number of Intelligence Advanced Research Projects 
Activity (IARPA) projects have touched on using 
automated systems for the discovery of “unknown 
unknowns” and may be worth further investigation. 
These tend to have a heavy focus on crowdsourcing 
the discovery of future scientific trends. These include 
the IARPA Foresight and Understanding from Scientific 
Exposition (FUSE), Forecasting Science & Technology 
(ForeST), and Crowdsourcing Evidence, Argumentation, 
Thinking and Evaluation (CREATE) programs. FUSE, for 
example, processes a vast array of scientific publications 
looking for emerging technology areas of potential high 
interest. ForeST seeks to identify and forecast emerging 
trends by aggregating crowdsourced expert predictions. 
The CREATE program continues this idea through 
crowdsource-structured analytical techniques; seeking 
“unknown unknowns” through the aggregate predictions 
of tens of thousands of forecasters; an approach deemed 
superior to the opinions of a smaller number of experts 
(Tetlock 2017). These promising research activities 
should be further investigated to determine their value 
and relevance to this issue.



7MARCH 2021

Conclusion

Computers are great at helping us automate manually 
intensive tasks. They look tirelessly over millions of 
images to detect potential weapons in photographs or 
identify text in road signs. It’s much harder, however, 
for computers to show us something entirely new 
and meaningful; something useful that we have not 
previously considered. Just as it is harder to prove 
causality than it is to show statistical correlations,  
it is similarly challenging for computers to think outside 
of the boundaries we set for them–the boundaries  
of our own experience. Investigating ensemble mixtures 

of supervised and unsupervised systems and better 
human/computer teaming in structured argumentation 
are two potential paths to expand our reach for alternate 
hypotheses. There is no silver bullet. No single tool 
or algorithm will likely be able to detect a meaningful 
alternate hypothesis on its own. Ultimately, analysts 
will need to embrace the core concepts of alternative 
hypothesis analysis and use AI and ML-based tools 
to help them search for evidence of those alternate 
hypotheses. Tools are the lever, but the required force 
still comes from us.
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