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1 Introduction 

An AI-enabled system is “…a machine-based system that, for explicit or implicit objectives, 
infers, from the input it receives, how to generate outputs such as predictions, content, 
recommendations, or decisions that can influence physical or virtual environments” (OECD, 
2024, p.4). A wide range of AI methods and technologies—that transcend disciplinary 
boundaries—can be used either individually or as an ensemble to generate those inferences, 
make predictions, decisions and recommendations, or take actions. Hence, AI is not a single or 
simple system. Instead, it is multifaceted and typically complex and, invariably, part of a larger 
sociotechnical ecosystem (Robbins, Eris, Kapusta, Booker & Ward, 2024).  

Recent investment has focused on the technological aspects of developing effective and reliable 
AI solutions. However, research and development are also needed to assure that AI-enabled 
systems minimize the risks to the sociotechnical system in which they are embedded and, 
ultimately, provide a benefit to society (Robbins, et al., 2024; Shneiderman, 2022). To achieve 
these disparate goals—which can trade-off with one another—a comprehensive view of AI 
assurance is required. 

MITRE defines AI assurance1 as “…a process for discovering, assessing, and managing risk 
throughout the life cycle of an AI-enabled system so that it operates effectively to the benefit of 
its stakeholders” (Robbins, et al., 2024, p.2). This definition is consistent with generally 
accepted goals of AI assurance: To ensure that deployed AI systems are (i) free of vulnerabilities 
across the entire lifecycle, (ii) function as intended, (iii) produce valid, verifiable, and robust 
outcomes, and (iv) act in a principled and ethical manner (e.g., Baterseh et al., 2021; Fjeld et al., 
2020; Freeman et al., 2021; Robbins et al., 2024; Shneiderman, 2022, Tabassi, 2023). Below, we 
describe MITRE’s AI Assurance (AIA) Landscape, its purpose, the process used to create the 
landscape and accompanying glossary, and the rationale for its development. 

2 What is the AI Assurance Landscape? 

The AIA Landscape is a visual representation of a synthesis of existing AIA frameworks and 
reports.2 It captures a wide range of unique AIA needs and requirements documented in other 
AIA reports and frameworks developed by government departments/agencies, non-
government entities, and industry worldwide. When not adequately addressed, AIA needs can 
result in potential risks that may have consequential technological, mission-related, and/or 
societal impacts. 

The AIA Landscape is presented in Figure 1. It takes the form of a simple concept map 
containing a superordinate node (Trustworthy AI), 11 primary categories of AIA needs, and 66 
sub-ordinate concepts referred to as specific assurance needs. Definitions of each term within 
the AIA Landscape are included in the accompanying glossary (see Appendix D). 

 
1 The term AI assurance and the associated assurance goals mentioned here are adapted from the fields of software assurance 
and quality assurance (as discussed in Freeman et al., 2021). 
2 A complete list of the frameworks reviewed in this synthesis can be found in The AIA Landscape Resource List below. In 
creating the landscape, MITRE paid an especial focus to some of the more comprehensive assurance frameworks, including 
NIST’s AI Risk Management Framework (see Section 4: Development of the AIA Landscape for more details). 
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Figure 2. The AIA Landscape 

 

3 Purpose of the AIA Landscape 

The AIA landscape was developed as a first step toward creating a standard set of AIA concepts. 
The primary intent was to capture a comprehensive set of unique and specific needs that are 
documented across the collection of existing AIA-related frameworks and reports, and to 
organize these needs around a set of assurance categories in a single, domain-agnostic 
representation.  

A second, and arguably more important, goal was to define, disambiguate, and disentangle 
related (and, elsewhere, grouped or synonymous) assurance concepts to permit differentiation 
between unique needs. Our expectation is that greater clarity and a better understanding of 
AIA needs and requirements will permit associated risks to be addressed more effectively. 

The AIA Landscape and the associated glossary are key tools used in the Risk Discovery Protocol 
for AI Assurance (RDP-AIA) described in Version 1 of the protocol (see Ward, Stanley, Ferguson, 
Gladding, & Burns, 2023). In conjunction with the RDP-AIA, the landscape is intended to enable 
Stakeholder exploration of a more complete range of AIA needs and facilitate discovery of 
potential, emergent, or new risks. The AIA Landscape is not meant to be a replacement for an 
organization’s own AIA framework. Rather, it is intended to act as a supplement to their 
existing efforts, enable Stakeholders to clarify their specific needs, and broaden their aperture 
on assurance-related risk assessment. 
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4 Development of the AIA Landscape 

MITRE’s RDP-AIA team engaged in an iterative process of analysis and synthesis of existing AIA 
resources that were available at the time of developing the AIA landscape (i.e., early-mid 2023). 
These resources included publicly available AIA frameworks and reports, associated AIA 
literature, input from Stakeholders and their AIA needs, subject-matter expert (SME) 
knowledge on AI, AIA, AI harms, AI risk management, and human-centered AI, and feedback 
from pilot testing with Stakeholders of the initial landscape. The complete list of frameworks 
and reports used to develop the AIA Landscape is available in the AIA Landscape Resources 
section below. The AIA Landscape development process included the following activities: 

1) Environmental scan and review of existing AIA frameworks: 

a. Approximately 50 AIA documents (incl. frameworks and reports) were identified that 
contained an AIA scheme. 

b. Each of these frameworks was reviewed to:  

i. Determine the core assurance categories they contained. 

ii. Identify the most comprehensive frameworks amongst them (n = 10) (i.e., those 
that captured broad sets of assurance needs and requirements found across all 
available frameworks).3 

2) Generation of a list of unique assurance concepts:  

a. As a starting point, an initial list of assurance concepts was extracted from two of the 
most comprehensive frameworks reviewed (Fjeld et al., 2020; Tabassi, 2023). 

i. Concepts that had been treated as the same or similar (within or across 
frameworks) or had been grouped into a single category or need (e.g., security & 
resilience) were disambiguated or separated and given a working definition. 

ii. The same concept(s) referred to using different assurance terms (within or 
across frameworks) were combined and given a common reference and working 
definition (See Appendix C and Appendix D). 

iii. The list of unique assurance concepts generated was cross referenced to their 
source (see Table 1). 

b. The remaining comprehensive frameworks and reports (n = 8) were reviewed, their 
assurance concepts added to the list of unique concepts (using a similar procedure to 
that used for the initial comprehensive frameworks) and cross-referenced to their 
source (see Table 2). 

3) Categorization of assurance concepts: 

 
3 Framework schemes identified as most comprehensive and used as the initial and primary references to identify unique 
assurance concepts included: Department of Defense (DIB, 2019; DSOD, 2021; DOD, 2022), Dorton & Stanley (2023), Fjeld et al. 
(2020), GAO (2021), Leslie (2019), ODNI (2020a, 2020b), Shneiderman (2020, 2021, 2022/22), and Tabassi (2023). These were 
also cross-referenced with the CDAO (2023) Responsible AI Toolkit and White House (2020, 2023) Executive Orders 13960 and 
14110—See Table 2. 
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a. An informal definition was created for each concept based on the source documents(s) 
(e.g., the original framework citing the concept in question).  

b. Initial definitions were cross-validated and/or revised using established standards, 
academic literature, and/or common parlance as appropriate.4 These definitions formed 
the basis for the initial AIA Landscape Glossary (see Appendix C and Appendix D).  

c. A thematic analysis was performed of the list of unique assurance concepts to generate 
an initial set of AIA categories, including the specific AIA needs that belonged to each 
category5. This categorization scheme formed the basis for the initial AIA Landscape (see 
Figure 1).  

4) Iterative refinement of the AIA Landscape:  

a. The initial AIA Landscape (see Figure 1) and Glossary (see Appendix D) were peer-
reviewed by both the production team and AI SMEs, and their feedback incorporated. 

b. These materials were pilot tested with Stakeholders to ensure they captured 
Stakeholder needs, and their feedback incorporated.  

c. Other frameworks (i.e., those not identified as most comprehensive) were randomly 
sampled and used to cross-validate the categories, concepts, and definitions in the 
landscape. This continued until no further revisions to categories, concepts, definitions, 
or their organization were necessary.6    

Table 1 provides the initial mapping between the assurance categories and specific AIA needs 
contained in the AIA Landscape assurance and the corresponding principles, characteristics, or 
functions in Fjeld et al. (2020) and the NIST AI RMF (Tabassi, 2023).7 Table 2 provides a more 
cursory mapping to the remaining comprehensive frameworks. 

 

Table 1. Mapping of assurance categories and concepts from the AIA Landscape to Fjeld et al. 
(2020) and the NIST AI RMF (Tabassi, 2023). 

 
4 In numerous instances, framework definitions were inconsistent with each other or with established definitions, or a definition 

was not provided in the original framework(s). In each instance, established sources were used to identify or generate an 

appropriate definition (see Appendix C and Appendix D).  
5 In a few instances, a specific AIA need (e.g., Transparent) appears in multiple AIA categories of the AIA Landscape (e.g., 

Interpretable, Private). Where this is the case, a general definition is provided in the Glossary for the specific need—which is 

applicable to all uses of this need, irrespective of category—along with a unique qualifier that provides the necessary context to 

understand its relation to the category in which it appears. 
6 Future versions of the AIA Landscape will include additional frameworks that were not available at the time of publication and 
will seek additional feedback from third parties that have developed their own assurance framework. 
7 In numerous instances, some assurance terms are mentioned in multiple themes or characteristics and discussed in different 
ways. Table 1 captures the main sections of the respective frameworks in which an AIA Landscape concept is discussed.  
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The AIA Landscape 
(MITRE) 

AI Principles 
(Fjeld et al., 2020)  

NIST AI RMF   
(Tabassi, 2023) 

AIA Category Specific AIA Need Theme 
TAI Characteristic or 

Framework Core8 

Integrity 
Enabled 

 Professional Responsibility; 
Security & Safety 

Secure & Resilient; Govern; 
Map 

Interoperable  Valid & Reliable 

Reliable Professional Responsibility Valid & Reliable; Map; 
Measure 

Support Data Integrity & 
Quality 

Fairness & Non-
Discrimination; Privacy 

Fair-Managed Bias; Secure & 
Resilient; Valid & Reliable; 
Govern; Map  

Support Model Integrity & 
Quality 

Fairness & Non-
Discrimination 

Secure & Resilient; Valid & 
Reliable; Govern; Map 

Support Scientific & 
Engineering Integrity 

Professional Responsibility Govern; Map 

Sustainable Accountability Measure; Manage 

Transparent Accountability; Fairness & 
Non-Discrimination; Human 
Control of Technology; 
Privacy; Transparency & 
Explainability 

Accountable & Transparent; 
Explainable & Interpretable; 
Fair-Managed Bias; Privacy-
Enhanced; Govern; Measure; 
Manage 

Effective  Accountability Valid & Reliable; Govern; 
Measure; Manage 

Accurate Professional Responsibility Valid & Reliable 

Adaptive Safety & Security Govern 

Goal-driven Fairness and Non-
Discrimination; Professional 
Responsibility; Promotion 
of Human Values; 
Transparency & 
Explainability 

Valid & Reliable; Map 

Reliable Accountability; Safety & 
Security 

Valid & Reliable; Map; 
Measure 

Resilient Safety & Security Secure & Resilient; Measure 

Robust Privacy; Professional 
Responsibility 

Valid & Reliable; Secure & 
Resilient; Govern; Measure  

Support Collaboration & 
Communication 

Transparency & 
Explainability; Fairness & 
Non-Discrimination; 
Professional Responsibility 

Explainable & Interpretable; 
Govern; Map; Manage 

 
8 Trustworthy AI characteristics are provided in normal font. Framework core categories are provided in italics. 
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The AIA Landscape 
(MITRE) 

AI Principles 
(Fjeld et al., 2020)  

NIST AI RMF   
(Tabassi, 2023) 

AIA Category Specific AIA Need Theme 
TAI Characteristic or 

Framework Core8 

Secure  Safety & Security; Privacy; 
Transparency & 
Explainability 

Secure & Resilient; Privacy-
Enhanced; Map; Measure 

Enable Availability Accountability; Professional 
Responsibility Promotion of 
Human Values 

Accountable & Transparent; 
Secure & Resilient; Map; 
Measure 

Enable Confidentiality Safety & Security Secure & Resilient; Privacy-
Enhanced 

Enable Integrity Professional Responsibility; 
Security & Safety 

Secure & Resilient; Govern; 
Map 

Reduce Threats & 
Vulnerabilities 

Accountability; Security & 
Safety 

Secure & Resilient 

Resilient Security & Safety Secure & Resilient; Map; 
Measure 

Governable  International Human 
Rights9; Privacy; 
Professional Responsibility; 
Promotion of Human 
Values; Transparency & 
Explainability  

Accountable & Transparent; 
Govern; Map; Measure; 
Manage 

Ensure Compliance Privacy; Transparency & 
Explainability 

Govern 

Legally Responsible Accountability; Human 
Control of Technology; 
Privacy; Promotion of 
Human Values 

Accountable & Transparent; 
Govern; Map, Measure 

Provide Oversight & 
Regulation 

Accountability; Privacy; 
Safety & Security; 
Transparency & 
Explainability  

Govern; Map  

Protect System Assets Accountability; Privacy; 
Safety & Security; Fairness 
& Non-Discrimination; 
Promotion of Human Values 

Secure & Resilient; Govern; 
Map; Measure; Manage 

Reduce Liability Accountability; Safety & 
Security; 

Accountable & Transparent 

Transparent Accountability; Fairness & 
Non-Discrimination; Human 
Control of Technology; 

Accountable & Transparent; 
Explainable & Interpretable; 
Fair-Managed Bias; Privacy-

 
9 Fjeld et al.’s International Human Rights theme did not emerge from their analysis of existing frameworks. It was included 
based on their preference only. 
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The AIA Landscape 
(MITRE) 

AI Principles 
(Fjeld et al., 2020)  

NIST AI RMF   
(Tabassi, 2023) 

AIA Category Specific AIA Need Theme 
TAI Characteristic or 

Framework Core8 

Privacy; Transparency & 
Explainability  

Enhanced; Govern; Measure; 
Manage 

Safe  Accountability; Privacy; 
Safety & Security; 
Promotion of Human 
Values 

Accountable & Transparent; 
Privacy-Enhanced; Safe; 
Secure & Resilient; Govern; 
Measure  

Reduce Harm Accountability; 
Explainability & Professional 
Responsibility; 
Transparency; Privacy; 
Safety & Security 

Accountable & Transparent; 
Explainable & Interpretable; 
Fair-Managed Bias; Privacy-
Enhanced; Safe; Valid & 
Reliable; Map 

Reliable Accountability; Safety & 
Security 

Valid & Reliable; Measure 

Resilient Security & Safety Secure & Resilient; Map; 
Measure 

Accountable  Accountability Accountable & Transparent; 
Govern 

Auditable Accountability  Valid & Reliable; Govern, 
Map, Measure 

Responsible Accountability; Professional 
Responsibility  

Safe; Govern; Measure 

Supports Redress & 
Feedback 

Accountability; Human 
Control of Technology; 
Privacy  

Accountable & Transparent; 
Privacy-Enhanced; Measure; 
Map; Manage 

Traceable Accountability Measure; Manage 

Transparent Accountability; Fairness & 
Non-Discrimination; Human 
Control of Technology; 
Privacy; Transparency & 
Explainability  

Accountable & Transparent; 
Explainable & Interpretable; 
Fair-Managed Bias; Privacy-
Enhanced; Govern; Measure; 
Manage 

Private  Privacy Privacy-Enhanced; Map; 
Measure  

Ensure Confidentiality Privacy; Safety & Security Privacy-Enhanced;  Secure & 
Resilient 

Enable Consent Privacy; Transparency & 
Explainability 

Privacy 

Protect Data Privacy;  Safety & Security; 
Transparency & 
Explainability; Fairness & 

Accountable & Transparent; 
Fair-Managed Bias; Secure & 
Resilient; Govern  
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The AIA Landscape 
(MITRE) 

AI Principles 
(Fjeld et al., 2020)  

NIST AI RMF   
(Tabassi, 2023) 

AIA Category Specific AIA Need Theme 
TAI Characteristic or 

Framework Core8 

Non-discrimination; 
Protection of Human Values 

Transparent Accountability; Fairness & 
Non-Discrimination; Human 
Control of Technology; 
Privacy; Transparency & 
Explainability  

Accountable & Transparent; 
Explainable & Interpretable; 
Fair-Managed Bias; Privacy-
Enhanced; Govern; Measure; 
Manage 

Interpretable  Transparency & 
Explainability 

Explainable & Interpretable; 
Measure 

Clear Accountability; Human 
Control of Technology; 
Security & Safety; 
Transparency & 
Explainability 

Valid & Reliable; Safe; Govern; 
Map 

Comprehensible Human Control of 
Technology; Promotion of 
Human Values; 
Transparency & 
Explainability  

Accountable & Transparent; 
Explainable & Interpretable; 
Govern; Map; Measure 

Explainable Transparency & 
Explainability 

Explainable & Interpretable; 
Safe; Measure 

Justifiable Privacy; Transparency & 
Explainability; Fairness & 
Non-discrimination 

Accountable & Transparent; 
Explainable & Interpretable; 

Support Collaboration & 
Communication 

Transparency & 
Explainability; Fairness & 
Non-Discrimination; 
Professional Responsibility 

Explainable & Interpretable; 
Govern; Map; Manage 

Transparent Accountability; Fairness & 
Non-Discrimination; Human 
Control of Technology; 
Privacy; Transparency & 
Explainability  

Accountable & Transparent; 
Explainable & Interpretable; 
Fair-Managed Bias; Privacy-
Enhanced; Govern; Measure; 
Manage 

Equitable  Fairness & Non-
Discrimination 

Fair-Managed Bias; Govern 

Accessible Accountability; Fairness & 
Non-Discrimination; Human 
Control of Technology; 
Privacy; Professional 
Responsibility; Safety & 
Security; Transparency & 
Explainability 

Accountable & Transparent; 
Fair-Managed Bias; Secure & 
Resilient; Govern 
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The AIA Landscape 
(MITRE) 

AI Principles 
(Fjeld et al., 2020)  

NIST AI RMF   
(Tabassi, 2023) 

AIA Category Specific AIA Need Theme 
TAI Characteristic or 

Framework Core8 

Inclusive Fairness & Non-
Discrimination 

Fair-Managed Bias; Govern 

Non-discriminatory Accountability; Fairness & 
Non-Discrimination; 
Privacy; Transparency & 
Explainability; Promotion of 
Human Values 

Fair-Managed Bias; Govern 

Participatory Accountability; Fairness & 
Non-Discrimination; 
Professional Responsibility 

Fair-Managed Bias; Govern; 
Measure; Manage 

Transparent Accountability; Fairness & 
Non-Discrimination; Human 
Control of Technology; 
Privacy; Transparency & 
Explainability  

Accountable & Transparent; 
Explainable & Interpretable; 
Fair-Managed Bias; Privacy-
Enhanced; Govern; Measure; 
Manage 

Unbiased Fairness & Non-
Discrimination; Professional 
Responsibility; 
Transparency & 
Explainability; 

Fair-Managed Bias; Privacy-
Enhanced; Measure  

Human 
Empowered 

 Human Control of 
Technology; Promotion of 
Human Values 

Valid & Reliable; Govern; 
Map 

Goal-driven Fairness and Non-
Discrimination; Professional 
Responsibility; Promotion 
of Human Values; 
Transparency & 
Explainability 

Valid & Reliable; Map; 
Measure 

Responsive   

Support Collaboration & 
Communication 

Fairness & Non-
Discrimination; Professional 
Responsibility; 
Transparency & 
Explainability 

Explainable & Interpretable; 
Govern; Map; Manage 

Support Human 
Awareness 

Accountability; Human 
Control of Technology; 
Privacy; Safety & Security; 
Transparency & 
Explainability 

Accountable & Transparent; 
Fair-Managed Bias; Privacy-
Enhanced; Govern; Map 
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The AIA Landscape 
(MITRE) 

AI Principles 
(Fjeld et al., 2020)  

NIST AI RMF   
(Tabassi, 2023) 

AIA Category Specific AIA Need Theme 
TAI Characteristic or 

Framework Core8 

Support Human Control Human Control of 
Technology; Safety & 
Security 

Safe; Valid & Reliable 

Support Human Judgment Accountability; Fairness & 
Non-Discrimination; Human 
Control of Technology; 
Promotion of Human 
Values; Privacy 

Fair-Managed Bias; Privacy 
Enhanced; Govern 

Support Human Machine 
Teaming 

Human Control of 
Technology; Transparency 
& Explainability 

Valid & Reliable; Govern; 
Map; Measure 

Usable Human Control of 
Technology; Professional 
Responsibility 

Accountable & Transparent; 
Govern; Map; Measure 

Civil  Accountability; Fairness & 
Non-Discrimination; 
International Human 
Rights; Professional 
Responsibility; Promotion 
of Human Values 

Accountable & Transparent; 
Explainable & Interpretable; 
Valid & Reliable; Govern; 
Map; Measure; Manage 

Enable Workforce 
Development 

Privacy; Promotion of 
Human Values; Fairness & 
Non-discrimination; 
Professional Responsibility; 
Promotion of Human Values 

Govern 

Environmental 
Responsibility 

Accountability; Safety & 
Security; Promotion of 
Human Values 

Safe; Measure 

Fair Fairness & Non-
Discrimination; Promotion 
of Human Values  

Accountable & Transparent; 
Fair-Managed Bias; Privacy-
Enhanced; Measure 

Goal-driven Fairness & Non-
Discrimination; Professional 
Responsibility; Promotion 
of Human Values; 
Transparency & 
Explainability   

Valid & Reliable; Map 

Participatory Accountability; Fairness & 
Non-Discrimination; 
Professional Responsibility 

Fair-Managed Bias; Govern; 
Measure; Manage 

Promote Human Values, 
Rights, & Ethics 

Accountability; 
International Human Rights; 

Privacy-Enhanced; Govern; 
Map; Measure; Manage 
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The AIA Landscape 
(MITRE) 

AI Principles 
(Fjeld et al., 2020)  

NIST AI RMF   
(Tabassi, 2023) 

AIA Category Specific AIA Need Theme 
TAI Characteristic or 

Framework Core8 

Promotion of Human 
Values; Privacy 

Reduce Mis/dis/mal-
information 

Human Control of 
Technology; Professional 
Responsibility; 
Transparency & 
Explainability 

Accountable & Transparent  

Sustainable Accountability; Promotion 
of Human Values 

Measure 

Transparent Accountability; Fairness & 
Non-Discrimination; Human 
Control of Technology; 
Privacy; Transparency & 
Explainability  

Accountable & Transparent; 
Explainable & Interpretable; 
Fair-Managed Bias; Privacy-
Enhanced; Govern; Measure; 
Manage 

 

5 Rationale for the development of the AIA Landscape 

More than 50 frameworks and over 500 reports on AI assurance have been published in recent 
years by various US and international government departments or agencies as well as by 
industry and not-for-profit and non-government organizations (Fjeld et al., 2022; Shneiderman, 
2022). This is a substantive testament to Stakeholders’ growing aspirations to develop 
trustworthy AI and a necessary step toward assuring AI-enabled systems within their 
organizations. Despite the continued production line of AIA frameworks there is a conspicuous 
absence of a standardized approach to AI assurance (cf. Robbins et al., 2024). In particular, 
there is a lack of a common AI Assurance scheme that would facilitate subsequent 
generalization and collaboration across technologies and Stakeholders, respectively.   

The absence of standardization is evident in the perspective taken by each of the current AIA 
frameworks and reports, which is reflected in their specific purpose or application and the 
varied naming conventions of the assurance scheme they adopt.10 While each framework 
scheme is similar and comprises a set of AIA categories (e.g., safety, security, governance), they 
do not converge on a common or standard assurance scheme (i.e., a common set of core 
assurance categories or common sub-sets of more specific assurance needs).11 Instead, each 
scheme varies in the extent to which it captures the full spectrum of AIA needs that are evident 
across all frameworks. Example mapping between the AIA Landscape’s assurance categories 

 
10 Assurance scheme naming conventions include but are not limited to: Accountable AI, AI Assurance, AI Principles, AI Risk 
Management, AI Safety, Auditable AI, Ethical AI, Human-Centered AI, Responsible AI, Social AI, Transparent AI, Trusted AI, 
Trustworthy AI, and Universal Principles. 
11 Fjeld et al. (2020) provided some evidence that frameworks were beginning to converge by showing that more recent 
frameworks covered all eight themes, whereas those produced earlier did not. However, in our review, we did not find 
consistent evidence for complete convergence. 
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and the schemes used in some of the more comprehensive AIA frameworks and reports is 
captured in Table 2.12 

 

 
12 In situations where a category is implied but not explicitly stated, the corresponding category is added in parentheses and 
gray text.  
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Table 2. Approximate mapping between the AIA Landscape assurance categories and other comprehensive frameworks and reports. 
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13 Fjeld et al. (2020) included 8 AI Principles in their synthesis of popular AI assurance frameworks: Privacy, Accountability, Safety & Security, Transparency & Explainability, 
Fairness & Non-Discrimination, Human Control of Technology, Professional Responsibility, and Promotion of Human Values.  
14 The NIST AI RMF (Tabassi, 2023) Includes 7 characteristics of trustworthy AI: Valid & Reliable, Safe, Secure & Resilient, Accountable & Transparent, Explainable & Interpretable, 
Privacy-Enhanced, Fair—with Harmful Bias Managed, and 4 core functions: Govern, Map, Measure, and Manage AI. 
15 GAO (2021) includes 4 framework principles: Governance, Data, Performance, and Monitoring. 
16 The DoD included 5 ethical principles: Responsible, Equitable, Traceable, Reliable, and Governable (DIB, 2019; DOD, 2022; DSOD, 2021). 
17 The Turing Report (Leslie, 2019) includes 4 SUM values that underpin Responsible delivery of ethical AI: Respect, Connect, Care, Protect, 4 FAST principles that facilitate ethical 
design and use: Fairness, Accountability, Sustainability, Transparency, and a Governance framework (Leslie, 2019). 
18 ODNI (2020a,b) offers 6 principles of AI ethics: Respect the law and act with integrity, Transparent and accountable, objective and equitable, human-centered development 
and use, secure and resilient, informed by science and technology. 
19 Shneiderman (2020, 2021, 2022) outlines four sets of Human-Centered AI attributes: (1) General Virtues of the System (e.g., ethical, humane, benevolent, secure, private), (2) 
Performs Well in Practice (e.g., robust, reliable, available, adaptive, resilient, testable), (3) Provides Clarity to the Stakeholder (e.g., fair, transparent, interpretable, usable), (4) 
Enables Independent oversight (e.g., auditable, trackable, certifiable, compliant, redressable), and 4 levels of governance structures: (A) Reliable systems engineering/technical 
practices, (B) safety culture, organizational design and management strategies, (C) independent oversight and certification via external review, and (D) Government Regulation. 
20 The Evidence-based List of Exploratory Questions for AI Trust Engineering (ELATE) is a lightweight participatory toolkit to help AI development teams proactively identify how 
AI can go wrong “in the wild,” and then mitigate such issues (Dorton & Stanley, 2023). 
21 DAGR utilizes both the NIST AI RMF 7 Trustworthy AI characteristics and the 5 DOD Ethical Principles (CDAO, 2023). 
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5.1 Consequences of the lack of standardization 

While there are obvious reasons why assurance frameworks may lack standardization or 
commonality22, the lack thereof can have consequential technological, mission-related, and/or 
societal impacts. For instance, non-standardized use of assurance needs or their definitions can 
result in different assurance requirements across frameworks and idiosyncratic 
recommendations about how best to assure against AI risks in any given use case. Similar 
terminological limitations can contribute to Stakeholders (e.g., technologists, domain 
specialists, organizations, and impacted communities) talking or working at cross-purposes23, 
which can inhibit the ability of individuals, communities, and organizations to maintain 
resilience and, in turn, can increase the likelihood of complex system failure (Bradshaw, 
Hoffman, Johnson, & Woods, 2013; Johnson & Vera, 2019; Woods & Branlat, 2011). When the 
absence of a common lexicon is coupled with terminological inconsistency these effects can be 
compounded. Beyond well-established terms likely safety, security, and risk, we observed 
inconsistencies within and across existing AIA frameworks in the definitions and usage of 
assurance terms, with some terms being defined tautologically (i.e., with reference to other 
categories that, in turn, reference the original category). The need for a common vocabulary 
and consistency of use was recently highlighted as a key action limiting effective and sustained 
US-UK collaboration on trustworthy AI tools (Gunashekar, et al., 2024). 

5.2 Past efforts to create a comprehensive assurance scheme 

A handful of organizations have attempted to synthesize aspects of existing assurance 
frameworks to create a common and domain-agnostic view of assurance. For instance, in a 
review of 36 of the most popular AIA frameworks and reports published between 2016 and 
2019, Fjeld et al. (2020) identified 47 different assurance ‘principles.’ These principles were 
categorized into eight assurance themes, which included Privacy, Accountability, Safety & 
Security, Transparency & Explainability, Fairness & Non-Discrimination, Human Control of 
Technology, Professional Responsibility, and Promotion of Human Values24.  

Fjeld et al.’s synthesis is considered one of the most comprehensive assurance schemes 
available (Shneiderman, 2022). However, more technological elements of AIA did not emerge 
as key assurance themes in their analysis of existing frameworks. Instead, many technical 
assurance needs—ones that might be assumed to be covered by established processes, such as 
risk management, test & evaluation, and validation & verification—were subsumed under one 
or more of the ethically oriented themes (e.g., Accuracy and Scientific Integrity were included 
under Professional Responsibility; Verifiability and Replicability, and other elements of 
Governance, were included under Accountability).  

 
22 Examples of potential reasons for the lack of commonality or standardization across frameworks might include, for instance, 
internal requirements for consistency with an organization’s established lexicon, or unique operational demands within a 
particular domain. 
23 Talking or working at cross purposes has been shown to be ‘locally adaptive but globally maladaptive’ (Woods & Branlat, 
2011). 
24 Fjeld et al (2020) also assessed the extent to which the frameworks reviewed mentioned international human rights.  
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NIST’s AI Risk Management Framework (AI RMF) (Tabassi, 2023) incorporates, at a high level, 
some of the more technical assurance functions omitted by Fjeld et al. (2020). These functions 
are included both as part of the AI RMF core (i.e., Govern, Map, Measure, and Manage AI risks) 
and as part of its Trustworthy AI characteristics (i.e., Valid & Reliable). Their Trustworthy 
characteristics include an additional six AI principles (i.e., Safe, Secure & Resilient, Accountable 
& Transparent, Explainable & Interpretable, Privacy-Enhanced, and Fair—with Harmful Bias 
Managed). 

5.3 Translation between existing frameworks 

There are several points of convergence across Fjeld et al. (2020) and Tabassi (2023). Each one 
includes, as a high-level assurance theme or characteristic, a reference to safety, security, 
privacy, accountability, transparency, explainability, and fairness. However, there are also 
substantial differences, making it difficult to align frameworks. For instance, Fjeld et al. (2020) 
combine Safety & Security into a single theme, whereas the Tabassi (2023) combines Security & 
Resilience and treats Safety separately. Similarly, whereas Fjeld et al. (2020) presents 
Transparency & Explainability as a combined theme and treats Accountability separately, 
Tabassi (2023) combines Accountable & Transparent into one category, and Explainable & 
Interpretable into another. In addition, three of Fjeld et al.’s (2020) primary themes (Human 
Control of Technology, Professional Responsibility, and Promotion of Human Values) are not 
included as a core element of, or as a Trustworthy AI Characteristic in NIST’s AI RMF. Instead, 
these principles are captured as sub-needs in NIST AI RMF, appearing under multiple core and 
Trustworthy AI Characteristic categories, albeit in various guises. Add to this the absence of 
technical assurance needs represented in Fjeld et al.’s themes and it is not immediately obvious 
how to translate one set of assurance needs into the other.  

While mapping is far from straight forward across frameworks, Table 2 presents an initial 
mapping between these and other popular AIA frameworks, created as part of our efforts to 
build the AIA Landscape 

6 Summary 

Despite a growing body of idiosyncratic AIA frameworks there is a notable absence of a 
common vocabulary and inconsistency of definitions and terminology use across frameworks. A 
standard assurance scheme does not yet exist—that captures the entire range of AIA needs 
evident in the collective set of published frameworks and reports—against which all AI-enabled 
systems can be benchmarked and the associated risks documented. Efforts to identify a 
common set of principles or create a common and domain-agnostic view of assurance have 
made positive strides in this regard, yet the commonality, consistency, and standardization 
issues—both within and across frameworks—remain. The absence of a common vocabulary is 
likely to impede framework adoption, alignment, and generalizability. It is also likely to inhibit 
individual and organizational collaboration and resilience in the face of AI risks. AI risks are 
known to “emerge from the interplay of technical aspects combined with societal factors 
related to how a system is used, its interactions with other AI systems, who operates it, and the 
social context in which it is deployed” (Tabassi, 2023, p.1). The AIA Landscape is a first step 
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towards integrating frameworks to identify (a) a standard set of assurance needs and (b) a 
common set of definitions that can contribute to assuring that AI-enabled systems minimize the 
risks to the sociotechnical systems in which they are deployed. 
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Appendix C: AIA Landscape Glossary Additional Resources 

The following resources were used to define terms in the AIA Landscape Glossary. Note that 
some of the resources used to develop the landscape were also used to define the assurance 
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C & Appendix D).  
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Appendix D: AIA Landscape Glossary 

AI Assurance 
Category 

Specific AI Assurance 
Need 

Definition Source 

Integrity 
Enabled 

  Satisfies expectations for technical and scientific integrity. Developed by MITRE 

Integrity 
Enabled 

Interoperable Allows various devices to communicate or work together to 
perform common processes and achieve shared goals. 

Adapted from NIST (2024a) 
ITL-CSRC Glossary & NIST 
(2024b) ITL-Voting 

Integrity 
Enabled 

Reliable The capability to perform as required or on demand, without 
failure, for a given time interval, under expected conditions. 
Qualifier: Produces repeatable processes and reproduceable 
outcomes. 

Adapted from NIST AI RMF 
(Tabassi, 2023) and ISO 
(2015) 9000:2015 

Integrity 
Enabled 

Support Data Integrity 
& Quality 

Supports the ability to assess and maintain completeness, 
consistency, accuracy, reliability, representativeness, and quality 
of data and data sources throughout its lifecycle, and in storage, 
during processing, and while in transit. 

Adapted from FDA (2016) 
& NIST (2017) SP 800-12 r1 

Integrity 
Enabled 

Support 
Model/System 
Integrity 

Supports the ability to assess and maintain the soundness of a 
model or system's architecture, operations, and/or outcomes 
across its lifecycle, such that it performs as intended, unimpaired, 
and free from unauthorized manipulation. 

Adapted from Leslie (2019) 
& NIST (2017) SP 800-12 r1 

Integrity 
Enabled 

Support Scientific & 
Engineering Integrity 

Enables those who build and implement AI systems to be guided 
by established professional and scientific values and practices 

Adapted from Fjeld et al. 
(2020)  

Integrity 
Enabled 

Sustainable Processes are in place to ensure that the system can persist and 
be adapted over time to meet the needs of the communities in 
which it is deployed. Qualifier: Ensuring that data and system 
integrity are maintained over time. 

Adapted from NIST AI RMF 
(Tabassi, 2023) & ISO 
(2022a) ISO/IEC TR 
24368:2022 
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Integrity 
Enabled 

Transparent The capability to make functions, operations, and outcomes 
explicit (incl. data, algorithms, and models in use): Qualifier: 
Information needed to determine, test, and evaluate data, 
system/model, and scientific/engineering integrity is available as 
and when needed. 

Adapted from Fjeld et al. 
(2020) 

Effective   Achieves intent and/or desired outcomes. Developed by MITRE 

Effective Accurate The capability to maintain closeness of results of observations, 
computations, or estimates to the true values or the values 
accepted as being true. 

Adapted from ISO (2022b) 
ISO/IEC TS 5723:2022 

Effective Adaptive The capability to be responsive to change, including the ability to 
determine when current understanding, plans, or goals have 
deviated from expectations and/or the ability to achieve intent 
via alternative means. 

Adapted from Ward et al. 
(2018) 

Effective Goal-driven Supports the ability to achieve human goals, manage goal 
conflicts, and identify goal trade-offs and their respective 
impacts. Qualifier: Considers mission-relevant goals and is 
aligned with the organization's mission-relevant objectives in the 
context of risk tolerance levels and professional responsibility.  

Adapted from Fjeld et al. 
(2020) 

Effective Reliable The capability to perform as required or on demand, without 
failure, for a given time interval, under expected conditions. 
Qualifier: Consistently performs as expected. 

Adapted from NIST AI RMF 
(Tabassi, 2023) & ISO 
(2015) ISO/IEC 9000:2015 

Effective Resilient The capability to withstand perturbation (e.g., vulnerability, 
threat, unexpected event, or misuse) and return to normal 
function afterwards. Qualifier: Ability to stretch current 
capabilities and/or to degrade gracefully in a manner that 
permits normal function to continue. 

Adapted from NIST AI RMF 
(Tabassi, 2023) 

Effective Robust The capability of a system to maintain operations, performance, 
and/or expected impact under a variety of circumstances. 

Adapted from NIST AI RMF 
(Tabassi, 2023) & ISO 
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(2022b) ISO/IEC TS 
5723:2022 

Effective Support Collaboration 
& Communication 

Supports the ability of diverse agents to exchange information 
and work together. Qualifier: Supports interaction across and 
interdependencies between multiple internal and/or external 
entities to improve mission outcomes. 

Adapted from Johnson et 
al. (2014) 

Secure   Resistant to unauthorized activities Adapted from NIST AI RMF 
(Tabassi, 2023) & ISO 
(2022b) ISO/IEC TS 
5723:2022 

Secure Ensure Availability The capability to ensure timely and reliable access to and use of 
information. 

Adapted from NIST (2017) 
SP 800-12 r1 

Secure Ensure Confidentiality The capability to preserve authorized restrictions on information 
access and disclosure. Qualifier: Including means for protecting 
proprietary information. 

Adapted from NIST (2017) 
SP 800-12 r1 

Secure Ensure Integrity  The capability to guard against improper information 
modification or destruction and ensure information non-
repudiation and authenticity. 

Adapted from NIST (2017) 
SP 800-12 r1 

Secure Reduce Threats & 
Vulnerabilities 

Incorporates protocols to avoid, protect, respond, and recover 
from system weaknesses and both adversarial and non-
adversarial threats. 

Adapted from NIST AI RMF 
(Tabassi, 2023) & NIST 
(2017) SP 800-12 r1 

Secure Resilient The capability to withstand perturbation (e.g., vulnerability, 
threat, unexpected event, or misuse) and return to normal 
function afterwards: Qualifier: Ability to stretch current 
capabilities and/or to degrade gracefully in a manner that 
secures against and permits recovery from deliberate attacks, 
accidents, or naturally occurring threats or incidents. 

Adapted from NIST AI RMF 
(Tabassi, 2023) & NIST 
(2024a) ITL-CSRC Glossary 
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Governable   Implements a framework of policies, rules, and processes for 
appropriate oversight within and across relevant organizations. 

Adapted from NIST 1270 

Governable Ensure Compliance Regulatory procedures are in place to prevent and address any 
divergence from standards and regulations. 

Developed by MITRE 

Governable Legally Responsible Regulatory procedures are in place to identify individuals or 
entities at fault for harm caused by the system or other legal 
breaches 

Adapted from Fjeld et al. 
(2020) 

Governable Provide Oversight & 
Regulation  

Regulatory procedures are in place to ensure that a diverse body 
of stakeholders identifies standards and regularly assesses 
system operations against them 

Adapted from Fjeld et al. 
(2020) & NIST AI RMF 
(Tabassi, 2023) 

Governable Protect System Assets Regulatory procedures are in place to identify parties responsible 
for guarding and overseeing internal and external system 
(including third-party) assets and components. 

Adapted from NIST AI RMF 
(Tabassi, 2023) 

Governable Reduce Liability The capability to assess potential failures to prepare and 
minimize the need for legal recourse and compensation, and 
permit insurability. 

Adapted from 
Shneiderman (2020, 2021, 
2022) 

Governable Transparent The capability to make functions, operations and outcomes 
explicit (incl. data, algorithms, and models in use). Qualifier: 
Information needed to oversee the system's operation, and for 
external parties to assess the oversight of the system, is available 
when needed. 

Adapted from Fjeld et al. 
(2020) 

Safe   Does not lead to a state in which human life, health, property, 
or the environment is endangered. 

Adapted from NIST AI RMF 
(Tabassi, 2023) & ISO 
(2022b) ISO/IEC TS 
5723:2022 

Safe Reduce Harm Built and tested to prevent misuse and avoid unintended harms 
of all types. 

Adapted from Fjeld et al. 
(2020) 
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Safe Reliable The capability to perform as required or on demand, without 
failure, for a given time interval, under expected conditions. 
Qualifier: Consistently minimizes the potential for harm.  

Adapted from NIST AI RMF 
(Tabassi, 2023) & ISO 
(2015) ISO 9000:2015 

Safe Resilient The capability to withstand perturbation (e.g., vulnerability, 
threat, unexpected event, or misuse) and return to normal 
function afterwards. Qualifier: Ability to stretch current 
capabilities and/or to degrade gracefully in a manner that 
maintains operations within acceptable levels of safety. 

Adapted from NIST AI RMF 
(Tabassi, 2023) 

Accountable   Answerable to the Stakeholders it empowers and to those it 
impacts for its proper and appropriate functioning, and 
obligated to address identified deficiencies. 

Adapted from OECD (2019, 
2021, 2022) 

Accountable Auditable The capability to periodically document, review, and evaluate the 
AI solution, assess its impacts, and provide on-demand access to 
information needed to determine the extent to which specified 
requirements are fulfilled.  

Adapted from NIST AI RMF 
(Tabassi, 2023), Fjeld et al. 
(2020), & GAO (2021) 
GAO-21-519 

Accountable Responsible Decisions about AI system development and use are aligned with 
intended aims and values, and recognize the unique influence 
they exert on people and society. 

Adapted from ISO/IEC TR 
24368:2022 & NIST AI RMF 
(Tabassi, 2023) 

Accountable Support Feedback & 
Redress 

Provide the opportunity for all Stakeholders, including individuals 
who are potentially impacted, to provide feedback, address 
concerns, and engage in procedures designed to change aspects 
of the system in ways that improve, rectify, repair, and/or 
remedy impacts (e.g., reporting problems, appealing system 
outcomes, and opt out of system processes). 

Adapted NIST AI RMF 
(Tabassi, 2023) 

Accountable Traceable Processes and outcomes can be monitored and traced back to 
simple root causes, or in complex situations, traced to potentially 
multiple and non-linear causes. 

Adapted from 
Shneiderman (2020, 2021, 
2022) 
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Accountable Transparent The capability to make functions, operations, and outcomes 
explicit (incl. data, algorithms, and models in use). Qualifier: 
Stakeholders including impacted communities have appropriate 
access to information about values, choices, and intentions 
behind the system. 

Adapted from OECD (2019, 
2021, 2022) & Walmsley 
(2021) 

Private   Safeguards information collection and use to preserve 
autonomy and dignity. 

Adapted from NIST (2020) 
Privacy Framework  

Private Enable Confidentiality The capability to restrict data access to protect personal privacy 
and proprietary information. Qualifier: Including means for 
protecting personal privacy. 

Adapted from NIST (2010) 
SP 800-122 

Private Enable Consent Individuals must explicitly agree to the processing of personally 
relevant data and be informed of risks and options. 

Adapted from NIST (2024a) 
ITL-CSRC Glossary & EU 
(2016) 

Private Protect Data All parts of the system lifecycle are designed to protect the rights 
of data subjects. 

Adapted from Fjeld et al. 
(2020) 

Private Transparent The capability to make functions, operations, and outcomes 
explicit (incl. data, algorithms, and models in use). Qualifier: 
Stakeholders are made aware of data processing practices and 
associated risks, and any personally relevant information 
processed by the system.  

Adapted from NIST (2020) 
Privacy Framework & 
MITRE (2024) Social Justice 
Platform 

Interpretable   Makes processes and outputs apparent and meaningful in the 
context of functional and anticipated purposes 

Adapted NIST AI RMF 
(Tabassi, 2023) 

Interpretable Clear The system presents its processes and outputs such that the 
human can readily incorporate them into the workflow. 

Adapted from Leslie (2019) 

Interpretable Comprehensible The capability to provide users with access on-request to 
sufficient contextual information (e.g., system goals, objectives, 
inputs, assumptions, expected operating conditions, constraints) 
to allow them to develop a meaningful and up-to-date mental 

Adapted from NIST (2021) 
NIST.IR 8312/8637 & 
Verhagen et al. (2021). 
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model of the system in a way that permits evaluation of its 
operations and outputs and/or anticipation of its behavior. 

Interpretable Explainable The capability to provide a description of how or why an output 
was produced that captures the reasoning process(es) and/or 
technical mechanism(s) that actually led to the outcome, along 
with supporting evidence.   

Adapted from NIST (2021) 
NIST.IR 8312 & Mueller et 
al. (2019) 

Interpretable Justifiable The capability to provide an adequate reason (e.g., moral 
rationale) for producing a particular outcome that is capable of 
withstanding scrutiny, without necessarily providing a causal 
explanation. 

Adapted from Leslie (2019) 

Interpretable Support Collaboration 
& Communication 

Supports the ability of diverse agents to exchange information 
and work together. Qualifier: Supports building common ground 
vertically (across echelons) and horizontally (across units) to 
permit understanding of the 'bigger picture.'  

Developed by MITRE 

 Transparent The capability to make explicit the functions, operations and 
outcomes (incl. data, algorithms, and models in use). Qualifier: 
Stakeholders have appropriate access to required information 
about the AI system's processes and outputs 

Adapted NIST AI RMF 
(Tabassi, 2023) 

Equitable   Addresses disparities in use and outcomes across individuals 
and groups. 

Adapted from MITRE 
(2024) Social Justice 
Platform 

Equitable Accessible  Supports comparable ease of use and access across all users.  Adapted from DOD (2024) 

Equitable Inclusive  Processes and methods are included that consider the 
demographic diversity and diverse user experiences of those 
communities for whom the system is designed. 

Developed by MITRE 

Equitable Non-discriminatory  Processes are in place to ensure that individuals and groups with 
similar non-protected characteristics are assigned similar 

Adapted from NIST (2024) 
ITL-CSRC Glossary & 
Zliobaite (2015). 
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outputs; differences in protected characteristics should not cause 
significant differences in outputs. 

Equitable Participatory  Processes are in place to support engaging, across the entire AI 
lifecycle, with Stakeholders that represent a broad range of 
perspectives, including those from potentially impacted 
communities. Qualifier: Ensure marginalized communities are 
included to reduce inequity.  

Adapted Fjeld et al. (2020) 
& NIST AI RMF (Tabassi, 
2023) 

Equitable Transparent The capability to make functions, operations, and outcomes 
explicit (incl. data, algorithms, and models in use). Qualifier: Any 
discrepancies in treatment among individuals and groups are 
clearly communicated. 

Adapted from MITRE 
(2024) Social Justice 
Platform 

Equitable Unbiased Any systematic preference for or against some group of impacted 
people due to data or models is identified and mitigated as much 
as possible. 

Adapted from NIST (2024a) 
ITL-CSRC Glossary 

Human 
Empowered 

  Leverages human capabilities and enables pursuit of human 
goals. 

Adapted from 
Shneiderman (2020, 2021, 
2022) 

Human 
Empowered 

Goal-driven Supports the ability to achieve human goals, manage goal 
conflicts, and identify goal trade-offs and their respective 
impacts. Qualifier: Considers the operator's goals in the context 
of broader operational, strategic, and societal goals. 

Adapted from 
Shneiderman (2020, 2021, 
2022) 

Human 
Empowered 

Responsive The capability to promptly probe and obtain answers from and 
about the AI system, including its development, intentions, 
operations, outputs, and associated explanations. 

Adapted from Leslie (2019) 

Human 
Empowered 

Support Collaboration 
& Communication 

Supports the ability of diverse agents to exchange information 
and work together. Qualifier: Facilitates shared understanding 
and workflows among diverse stakeholders. 

Developed by MITRE 
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Human 
Empowered 

Support Human 
Awareness 

Humans know when they are interacting with or are affected by 
AI, and know which tasks an AI is performing where they are out 
of the loop. 

Adapted from Fjeld et al. 
(2020)  

Human 
Empowered 

Support Human 
Control 

Humans can direct resources, activities, and priorities as needed 
and, where necessary, can modify or take over an AI's decisions 
or actions.  

Adapted from McDermott 
et al. (2018), Shneiderman 
(2020, 2021, 2022), & 
Johnson et al. (2014) 

Human 
Empowered 

Support Human 
Judgment 

Humans are engaged in an AI's decision process(es) throughout 
the AI lifecycle, and especially during operations. 

Adapted from ODNI 
(2020a, 2020b) 

Human 
Empowered 

Support Human 
Machine Teaming 

Adaptive, bi-directional team interaction among humans and 
machines that augments human capabilities for improved 
mission outcomes. 

Developed by MITRE 

Human 
Empowered 

Usable User interfaces are easy to use, efficient, memorable, learnable, 
and minimize and permit recovery from error, and are considered 
satisfactory by those who need to interact with them.   

Adapted from Nielsen 
(2012) 

Civil   Designed and operates in accordance with social norms and the 
public good 

Adapted from Bardon et al. 
(2023)  

Civil Enable Workforce 
Development 

Supports human jobs, economies, and AI workers, and their 
development, without putting them at risk. 

Adapted from OECD (2019, 
2021, 2022) 

Civil Environmentally 
Responsible 

Actively protects or, at least, does not represent a threat to the 
environment and/or broader ecosystem. 

Adapted from Fjeld et al. 
(2020)  

Civil Fair The system benefits society as a whole and does not contribute 
to or perpetuate social imbalances. 

Adapted from Fjeld et al. 
(2020)  

Civil Goal-driven Supports the ability to achieve human goals, manage goal 
conflicts, and identify goal trade-offs and their respective 
impacts. Qualifier: Considers the goals of communities in which 
the system is deployed. 

Adapted from 
Shneiderman (2020, 2021, 
2022) 
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Civil Participatory Processes are in place to support engaging with Stakeholders 
across the entire AI lifecycle that represent a broad range of 
perspectives, including those from potentially impacted 
communities. Qualifier: Impacted communities play a key role in 
developing and sustaining the system. 

Developed by MITRE 

Civil Promote Human 
Values, Rights, & 
Ethics 

The system works in humanity's best interests; supports, 
observes, and does not conflict with commonly held human 
values, ethics, rights, and societal norms. 

Adapted from Fjeld et al. 
(2020) & Shneiderman 
(2020, 2021, 2022) 

Civil Reduce Mis/dis/mal-
information 

The capability to manage context and content to reduce risk of 
manipulation and polarization of opinions and beliefs. 

Adapted from OECD (2019, 
2021, 2022) 

Civil Sustainable Processes are implemented to ensure that the system can persist 
and be adapted over time to meet the needs of the communities 
in which it is deployed. Qualifier: Ensures that the system 
continues to be accepted over time by the communities in which 
it is deployed. 

Developed by MITRE 

Civil Transparent The capability to make functions, operations and outcomes 
explicit  (incl. data, algorithms, and models in use). Qualifier: 
Documents and communicates to respective parties expected 
and actual impacts on communities  

Developed by MITRE 
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