Optimal Multichannel Blind Deconvolution for Parameterized Channels and Known Source Densities (EDICS: SSP-SSEP)

Robert M. Taylor Jr.*, Student Member, IEEE., L. Mili Senior Member, IEEE and Amir I. Zaghloul Fellow, IEEE

Abstract—In this study we consider the problem of how to design an optimal multichannel blind deconvolution (MBD) algorithm in the case where the probability density functions of the source signals are known. We assume existence of a parametric channel model that accurately characterizes the propagation environment. Through three major steps we derive a blind channel parameter estimator that is used to jointly compute the separation system and recover all the source signals. First, we replace the normally assumed nonparametric channel model with a physical model. Next, we introduce a symbolic pseudoinverse for our separation model to replace the ubiquitous inverse filter separation model. Thirdly, we introduce a minimum divergence estimator formulation to replace the commonly used minimum entropy formulation. We prove that the new estimator formed in this way is asymptotically consistent and Fisher-efficient. Through simulation we show the superior performance of our algorithm compared with existing techniques based on entropy formulation. We prove that the new estimator formed to replace the commonly used minimum entropy formulation. We prove that the new estimator formed in this way is asymptotically consistent and Fisher-efficient. Through simulation we show the superior performance of our algorithm compared with existing techniques based on entropy minimization and inverse filter separation.

Index Terms—optimal multichannel blind deconvolution, blind source separation, parametric channel model, known source densities

I. INTRODUCTION

The problem of blindly separating multiple source signals impinging on an array of receivers spans numerous fields including multi-antenna wireless communications, sensor networks, sonar, radar, speech, and biomedical sensing. The goal of multichannel blind deconvolution (MBD) is to process an array of observations consisting of mixed and potentially delayed and convolved source signals in such a way as to extract every source signal without knowing the channel or the transmitted waveforms. The impact of such a capability is profound. Yet, to date, there is no known algorithm that provides a stable consistent and Fisher-efficient estimate for general convolutive mixture models. For these reasons and others MBD fails for many practical scenarios. This is likely the reason why we have not seen much of an insertion of this kind of technology in products today despite the abundance of attention in the recent past (see e.g. [1]–[3])
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Fig. 1. High level block diagram of information flow from source signals, to observations, to estimated source signals. The multichannel blind deconvolution algorithm attempts to “invert” the multi-input multi-output channel given only partial knowledge of channel or sources.

In MBD problems the channel is a multi-input multi-output (MIMO) system that is generally linear time-varying, but it can be modeled as a linear time-invariant (LTI) system over a small enough time window. The MIMO LTI system \( H[n] \) is a polynomial matrix which acts as a multichannel convolution mapping from the source signal space with \( M_t \)-vector process \( s[n] \) to the observation space with \( M_r \)-vector process \( y[n] \) as

\[
y[n] = \sum_{l=-\infty}^{\infty} H[l]s[n-l]
\]

where \( M_t \) and \( M_r \) are the number of source signals and received signals respectively (see Fig. 1). The job of the MBD algorithm is to recover an approximation to the source vector process \( s[n] \) given only the observation and known statistics of the channel and/or source. Every MBD algorithm consists of four essential components:

[C1] Signal and System Model
[C2] Separation Model
[C3] Separation Criterion
[C4] Optimization and Initialization Method

All separation criteria use some form of prior information such as non-gaussianity of the source signals (e.g. [6]–[8]), non-stationarity of second order statistics (e.g. [9], [10]), or time dependence (e.g. [11], [12]). In this study we will restrict our attention to separation criteria based on exploiting the non-gaussianity of the sources.

There are varying levels of information that may be available for the design of an MBD algorithm (see Fig. 2). To our knowledge, nearly all MBD techniques based on maximizing non-gaussianity assume the least amount of knowledge and operate at Level 3 (which is the most challenging). With this grand pursuit comes many potential pitfalls. Most MBD
Table I shows the fundamental differences between current MBD methods and the proposed method.

We derive an optimal MBD algorithm to simultaneously estimate the multi-channel impulse response and recover the sources up to an unknown amplitude and source index permutation. Most MBD algorithms also contain an ambiguity in the delay and sign of the estimated sources. Our proposed batch estimator finds the channel parameter vector that minimizes the Kullback-Leibler divergence between the probability density of the estimated sources and the probability density of the true sources. Borrowing from concepts in information geometry, our update equation moves the estimate along the minimum path of the induced Riemannian manifold. See [14] for a thorough introduction to information geometry. Specifically, the list of contributions are as follows:

1) We develop a closed form parameterized separation model that asymptotically approaches the true inverse MIMO LTI system.
2) We derive a minimum divergence estimator that is asymptotically Fisher efficient and asymptotically locally consistent.
3) We show that the estimator satisfies these optimality properties by proving uniqueness of the global minimum, convexity of the objective function about the global minimum, and equivalence of the objective function to the maximum likelihood estimator.
4) We derive the Riemannian metric for the sum of Kullback-Leibler divergence functions. (This is used to compute the natural gradient direction for faster convergence than conventional gradient.)
5) We show through simulation that our estimator vastly outperforms minimum entropy inverse filter MBD algorithms.

The advantages of proposed method are that it: 1) provides asymptotically optimal separation of sources when source densities and channel structure are known, 2) works with minimum or nonminimum phase systems, 3) converges rapidly for relatively small parameter spaces, and 4) encompasses any kind of channel model. The disadvantages of proposed method are that it is computationally intensive and does not scale well to large number of source signals.

---

**Fig. 2.** Levels of information that may be used in design of a multichannel blind deconvolution algorithm.

Methods utilize an inverse filter separation model (see e.g. [1]–[8] and the reference therein) which has the form:

$$x[n] = \sum_l W[l]y[n-l]$$  \hspace{1cm} (2)

for all \(n = n_0, n_0 + 1, \ldots, n_0 + N - 1\). The variable \(W[l]\) is the multichannel equalization filter that must be estimated and \(x[n]\) is the estimate for source signal vector \(s[n]\). The problem here is that every element of the polynomial matrix \(W[l]\) must be estimated since there is no knowledge of physics or phenomenology to create a reduced parameterized system. This can lead to prohibitively slow convergence for many applications (e.g. packet communications, fast moving emitters, resource limited sensor networks). To complicate issues even more, most nonparametric channel models are constructed to be minimum phase even though most channels observed in nature are not. Nonminimum phase channels lead to an unstable inverse filter. Additionally, when the source densities are unknown the only admissible cost functions are those that maximize nongaussianity (assuming the gaussian density is the stable attractor density). This leads to minimum entropy formulations which generally yield statistically inconsistent and inefficient (in Fisher sense) estimators. The cost function used by Amari [7], Douglas [5], and many others has the form

$$J(W(z, n)) = -\sum_{i=1}^{M_t} \log f_{X_i}(x_i[n])$$  \hspace{1cm} (3)

$$-\frac{1}{2\pi i} \int \log |\det W(z, n)| z^{-1} dz$$

where \(f_{X_i}(x)\) is the pdf of the \(j^{th}\) estimated source signal and \(W(z, n)\) is the \(z\)-transform of the multichannel equalization filter \(W[l]\) at time instance \(n\). Amari [13] showed that stochastic approximation based on (3) can only be made Fisher efficient in certain cases.

The focus of this paper is to address MBD design at Level 1. The requirement that the source signal probability densities be known is not unreasonable since for many applications of interest the mechanisms for their generation are known. For example, in communication systems, knowledge of the modulation format and pulse-shaping filter is sufficient to generate the pdf of the source (see e.g. Proakis [16]). As another example, speech signals are frequently modeled with a Laplace distribution (see e.g. Rabiner et al. [17]). The other Level 1 assumption that the channel be parametric is also quite acceptable since most sensor and communication systems possess a well understood statistical-physical model of the environment derived from the underlying physics. To restrict the scope of this paper, we assume that we know how many source signals are present. We assume that the source signals are nongaussian strict sense stationary ergodic processes within a given observation window. (They can be nonstationary from window to window). We introduce a parametric symbolic pseudoinverse for our separation system to replace the typical inverse filter system. We also will replace the minimum entropy formulation which assumes source densities are unknown with a minimum divergence formulation which assumes the source densities are known.
TABLE I
FUNDAMENTAL DIFFERENCES BETWEEN CURRENT MBD METHODS AND THE PROPOSED METHOD.

<table>
<thead>
<tr>
<th>Components of MBD Algorithms</th>
<th>Current Approaches</th>
<th>Proposed Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal and System Model</td>
<td>ad hoc nonparametric model</td>
<td>Parameterized statistical-physical model</td>
</tr>
<tr>
<td>Separation Model</td>
<td>Inverse filter</td>
<td>Parameterized symbolic pseudoinverse</td>
</tr>
<tr>
<td>Separation Criteria</td>
<td>Minimize entropy (maximize non-gaussianity)</td>
<td>Minimize divergence to known source density</td>
</tr>
<tr>
<td>Optimization and Initialization</td>
<td>Cannot incorporate any channel knowledge</td>
<td>Incorporates all channel knowledge and priors</td>
</tr>
</tbody>
</table>

The remainder of the paper is organized as follows. In Section II we derive parametric models for the received signal, channel, separation system, estimated source signal, and estimated source probability density function. In Section III we describe our new minimum divergence estimator. We analyze the asymptotic optimality of the new estimator in Section IV. We show simulation results in Section V and conclude in Section VI.

II. PARAMETRIC SIGNAL AND SYSTEM MODELS

A. Received Signal and Channel Model

Here, we briefly derive the received signal model for the output of the MIMO LTI system. For $M_t$ source signals $\{s_j(t), \forall j = 1, ..., M_t\}$ with pdf $f_{s_j}(x)$ passing through a linear time-invariant channel $h_{ij}(\tau; \Theta)$ with parameterization $\Theta$ and impinging on a $M_r$-element receiver array, the $i^{th}$ received signal $\{y_i(t), \forall i = 1, ..., M_r\}$ is

$$y_i(t) = \sum_{j=1}^{M_t} \int_{-\infty}^{\infty} h_{ij}(\tau; \Theta) s_j(t - \tau) d\tau .$$  (4)

In pursuit of a discrete-time equivalent representation we use the sampling theorem to write the source signals as $s_j(t) = \sum_{m=-\infty}^{\infty} s_j[m] \text{sinc}(\frac{t}{T} (t - nT))$, plug this into (4), and sample at $t = nT$ ($T$-sampling period) to get:

$$y_i(nT) = \sum_{j=1}^{M_t} \sum_{m} s_j[m] \int_{-\infty}^{\infty} h_{ij}(\tau; \Theta) \text{sinc}(n - m - \frac{\tau}{T}) d\tau$$

$$h_{ij}[n,m-n]$$  (5)

Letting $l = n - m$ in (5) allows us to write the discrete-time input-output convolutive mixture model $\forall i = 1, 2, ..., M_r$ as

$$y_i[n] = \sum_{j=1}^{M_t} \sum_{l=1}^{\infty} h_{ij}[l; \Theta] s_j[n - l]$$  (6)

which is true $\forall n = n_0, n_0 + 1, ..., n_0 + N - 1$. The time-invariant discrete-time channel impulse response is

$$h_{ij}[l; \Theta] = \int_{-\infty}^{\infty} h_{ij}(\tau; \Theta) \text{sinc}(l - \frac{\tau}{T}) d\tau \forall l \in \mathbb{R}$$  (7)

The channel matrix polynomial $h_{ij}[l; \Theta]$ as written this way is a noncausal infinite impulse response (IIR) filter. For practical purposes we must truncate the IIR filter to length $L$ to make it FIR and delay by the appropriate number of samples $L_1$ to enforce causality. We therefore use the approximation $\forall l = 0, ..., L - 1$:

$$h_{ij}[l; \Theta] \approx \int_{-\infty}^{\infty} h_{ij}(\tau; \Theta) \text{sinc}(l - \frac{\tau}{T}) d\tau .$$  (8)

The channel model in (8) is very general and applies to any environment in which a receiver is collecting samples over a coherence time for which the channel is quasi-static. Later on in Section V we will examine the real-valued line-of-sight channel in which the term $h_{ij}(\tau, \Theta)$ inside the integral has the form:

$$h_{ij}(\tau, \Theta) = \alpha_j \delta(\tau - \tau_{ij})$$  (9)

where $\alpha_j$ is the received signal amplitude for source $j$, $\delta(\tau)$ is the Dirac delta function, and $\tau_{ij}$ is the relative time delay between receiver $i$ and the array origin for source signal $j$.

B. Separation Model

The received signal model (6) can be written in matrix vector form as

$$\begin{bmatrix} y_1[n_0] \\ \vdots \\ y_{M_r}[n_0] \end{bmatrix} = \begin{bmatrix} C_{11} & \cdots & C_{1M_t} \\ \vdots & \ddots & \vdots \\ C_{M_r1} & \cdots & C_{M_rM_t} \end{bmatrix} \begin{bmatrix} s_1[n_0] \\ \vdots \\ s_{M_t}[n_0] \end{bmatrix}$$

$$y[n_0] \in \mathbb{R}^{NM_r \times 1}$$

where $\begin{bmatrix} y_1[n_0] = [y_1[n_0], y_1[n_0 + 1], \ldots, y_1[n_0 + N - 1]]^T, s_1[n_0] = [s_1[n_0], s_1[n_0 + 1], \ldots, s_1[n_0 + N - 1]]^T, x_j[n_0] \end{bmatrix}$ is the approximation of $s_j[n_0], \Theta^*$ is the true parameter vector for the generally unknown channel parameter vector $\Theta$, and $C_{ij}$ is the “fat form” convolution matrix between source $j$ and receiver $i$ written as:

$$C_{ij} = \begin{bmatrix} h_{ij}[L - 1] & \cdots & h_{ij}[0] \\ \vdots & \ddots & \vdots \\ h_{ij}[L - 1] & \cdots & h_{ij}[0] \end{bmatrix} .$$  (11)

When $N >> L$, $x_j[n]$ is a suitable approximation to $s_j[n]$. Note that the actual MIMO LTI system expressed in the first line of (10) is a non-invertible linear mapping unless $M_t N \geq M_r (N + L - 1)$. Furthermore, the inverse mapping is not parameterizable in closed form using the actual system mapping. However, if we replace $C_{ij}$ by the circular (parameterizable) convolution matrix $\hat{C}_{ij}(\Theta)$, we obtain an approximation to the true mapping that admits a closed form parameterizable separation model. Furthermore, with the approximate system mapping $\hat{C}(\Theta)$, invertibility only requires that $M_r \geq M_t$. 

The channel matrix polynomial $h_{ij}[l; \Theta]$ as written this way is a noncausal infinite impulse response (IIR) filter. For practical purposes we must truncate the IIR filter to length $L$ to make it FIR and delay by the appropriate number of samples $L_1$ to enforce causality. We therefore use the approximation $\forall l = 0, ..., L - 1$:

$$h_{ij}[l; \Theta] \approx \int_{-\infty}^{\infty} h_{ij}(\tau; \Theta) \text{sinc}(l - \frac{\tau}{T}) d\tau .$$  (8)
The eigendecomposition \( \tilde{C}_{ij}(\Theta) = V \Lambda_{ij}(\Theta) V^H \) allows us to write
\[
\tilde{C}(\Theta) = \text{diag}(V, \cdots, V) \times \begin{bmatrix}
\Lambda_{11}(\Theta) & \cdots & \Lambda_{1M_t}(\Theta) \\
\vdots & \ddots & \vdots \\
\Lambda_{M_t,1}(\Theta) & \cdots & \Lambda_{M_t,M_t}(\Theta)
\end{bmatrix}_{M_t \times M_t} \times \text{diag}(V^H, \cdots, V^H)
\]
(12)

Note that
\[
V = \left\{ v_{kl} : v_{kl} = \frac{1}{\sqrt{N}} \exp(j2\pi(k-1)(l-1)/N) \right\}
\]
is the \( N \times N \) scaled inverse discrete fourier transform (IDFT) matrix. Consequently \( V^H \) is the scaled (forward) DFT. Note also that
\[
\Lambda_{ij}(\Theta) = \text{diag}(\tilde{h}_{ij}[k; \Theta] = \sum_{l=0}^{N-1} h_{ij}[l; \Theta] \exp(-j2\pi kl/N))
\]
is the diagonal of the \( N \)-point discrete fourier transform (DFT) of \( h_{ij}[l; \Theta] \) since \( \tilde{C}_{ij}(\Theta) \) is a circular convolution matrix.

We can pseudoinvert the approximate system in (10) and write our separation model as:
\[
x[n_0; \Theta^*] = \tilde{C}^\dagger(\Theta^*) y[n_0]
\]
(15)
where \( \dagger \) denotes the Moore-Penrose pseudoinverse. Since we don’t generally know the true channel parameter \( \Theta^* \), we will write the estimated source signal in (15) as \( x[n_0; \hat{\Theta}] \) where \( \hat{\Theta} \) is the parameter vector estimate we will be solving for. From (12) and using the orthogonality of \( V \) we can show that \( \tilde{C}^\dagger(\Theta) \) can be written as (16) (bottom of page) where we have suppressed the \( \Theta \) dependence on \( \Lambda_{ij} \) for notational compactness. In this way the separation model is parameterized the same as the channel model. So by estimating the parameter vector \( \Theta \) we can simultaneously compute the inverse system mapping to recover the source signals and determine channel parameters of interest (e.g. angle of arrival of sources).

C. Estimated Source Signal and Probability Density Model

We now desire to move from the matrix-vector form of the estimated sources in (15) back into the scalar time series expressions for each of the \( M_t \) source signals. Define \( \tilde{y}_j[k] \) and \( \tilde{h}_{ij}[k; \Theta] \) as the \( N \)-point DFT of the observation \( y_j[n] \) starting at sample \( n_0 \) and channel impulse response \( h_{ij}[n; \Theta] \) respectively. Let \( d[k; \Theta] \) and \( A[k; \Theta] \) respectively denote the determinant and adjoint matrix of
\[
\Xi[k; \Theta] = \left\{ \xi_{pq}[k; \Theta] = \sum_{q=1}^{M_r} \tilde{h}_{ij}^*[k; \Theta] \tilde{h}_{ij}[k; \Theta] \right\}
\]
(17)
such that \( \forall k = 0, 1, \ldots, N - 1 \)
\[
d[k; \Theta] = \det(\Xi[k; \Theta])
\]
(18)
and
\[
A[k; \Theta] = \{a_{jp}[k; \Theta]\} = \text{adjoint}(\Xi[k; \Theta])
\]
(19)

From (13), (14), (16), (18) and (19), we write the \( j^{\text{th}} \) source signal estimate as:
\[
x_j[n; \Theta] = \frac{1}{N} \sum_{k=0}^{N-1} \frac{1}{d[k; \Theta]} \sum_{p=1}^{M_t} \tilde{a}_{jp}[k; \Theta] \sum_{i=1}^{M_r} \tilde{h}_{ij}^*[k; \Theta] \tilde{y}_j[k]
\]
\[
\forall j = 1, 2, \ldots, M_t \text{ and } \forall n = n_0, n_0 + 1, \ldots, n_0 + N - 1.
\]

From this is the scalar form of (15), this separation model equation maps us from the observation \( y_j[n] \) contained in \( \tilde{y}_j[n] \) to the estimated source signal \( x_j[n] \) where the only unknown is the channel parameter \( \Theta \).

**Proposition 1 (Convergence of Estimated Sources):** For \( M_r \geq M_t \) as \( N \to \infty \), then \( x_j[n; \hat{\Theta}] \to s_j[n] \).

**Proof:** From (10), as \( N \to \infty \) \( \tilde{C}(\Theta^*) \) since \( L \) is fixed and finite. When \( M_r \geq M_t \), \( \tilde{C}(\Theta^*) \) has full rank and the Moore-Penrose pseudoinverse in (16) is unique. Since (20) is just the scalar form of (15), this unique inverse mapping causes \( \lim_{N \to \infty} x_j[n; \hat{\Theta}] = \Theta^* = s_j[n] \).

The probability density estimate for the \( j^{\text{th}} \) estimated source signal in (20) is written \( \forall x \in X \)
\[
f_{S_j}(x|\Theta, y[n_0]) = \frac{1}{N} \sum_{n=n_0}^{n_0+N-1} \psi(x - x_j[n; \Theta])
\]
(21)
where \( \psi(x) \) is an appropriately chosen basis function. We standardize the random process \( x_j[n; \Theta] \) before plugging into (21) to ensure it has zero mean and unit variance. It is worth pointing out here that the known pdf of the source signals can be described using an infinite sum of the same basis functions as
\[
f_{S_j}(x) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \psi(x - s_j[n])
\]
(22)
We generally choose our basis function to be \( \psi[x] = \kappa \exp(-x^2/2\sigma^2) \) where \( \sigma \) parameterizes the variance of the kernel and \( \kappa \) is a normalization constant.
III. MINIMUM DIVERGENCE ESTIMATOR

Instead of minimizing the entropy of the estimated sources as in (3), we desire to minimize the “distance” between our estimated source pdf and the known source pdf. For reasons we will show later, we select our cost function \(J(\Theta)\) to be the Kullback-Leibler divergence between the joint pdf of the source densities and the joint pdf of the estimated source densities written as

\[
J(\Theta, y[n_0]) = D_{KL}(f_{S_1,\ldots,S_{M_t}}(x_1,\ldots,x_{M_t})|| f_{X_1,\ldots,X_{M_t}}(x_1,\ldots,x_{M_t})(\Theta))
\]

where \(D_{KL}(p(x)||q(x)) = \sum_{x \in \mathcal{X}} p(x) \log \frac{p(x)}{q(x)}\). For the case of \(M_t\) spatially independent source signals we have

\[
J(\Theta, y[n_0]) = \sum_{j=1}^{M_t} D_{KL}(f_{S_j}(x)|| f_{X_j}^{(N)}(x|\Theta, y[n_0]))
\]

which is the objective function we will use throughout the remainder of the paper. We define our minimum contrast estimator to be:

\[
\hat{\Theta} = \arg\min_{\Theta} J(\Theta, y[n_0]).
\]

Note that our estimator only needs to search over all possible channel parameter vectors \(\Theta\) instead of over all possible polynomial matrices \(W[l]\). This reduction in the dimension of the search space enables much faster convergence of the estimator.

Amari proved in [13] that the steepest descent direction of a cost function \(J(\Theta, y[n_0])\) in a Riemannian space is given by its natural gradient as defined:

\[
\nabla_j J(\Theta, y[n_0]) = G^{-1}(\Theta)\nabla_j J(\Theta, y[n_0])
\]

where \(G(\Theta)\) is the Riemannian metric tensor at the point \(\Theta\),

\[
\nabla_j J(\Theta, y[n_0]) = \left[\frac{\partial}{\partial \theta_1} J(\Theta, y[n_0]), \ldots, \frac{\partial}{\partial \theta_{M_p}} J(\Theta, y[n_0])\right]
\]

is the conventional gradient of the cost function defined in (24), and \(M_p\) is the dimension of the parameter vector \(\Theta\). The natural gradient exploits the geometric structure of the statistical manifold and provides faster convergence than the conventional gradient.

We will use this same technique but with a slight modification. We choose to use the following descent algorithm to optimize (25):

\[
\hat{\Theta}^{(r+1)} = \hat{\Theta}^{(r)} - \mu \frac{\nabla J(\hat{\Theta}^{(r)}, y[n_0])}{||\nabla J(\hat{\Theta}^{(r)}, y[n_0])||_2} \tag{28}
\]

where \(|| \cdot ||_2\) is the \(L_2\)-norm and \(\mu\) is a fixed step size parameter. If any \textit{a priori} information about the channel exists (e.g. possible cone of angles over which signals may arrive, channel estimate from training data, etc.), this information can be used to assign \(\Theta^{(0)}\) for initialization. Fig. 3 illustrates the separation and optimization approach we use in our estimator. The estimator update equation in (28) adjusts the channel parameter vector in a way so as to reduce the Kullback-Leibler divergence between the pdf of the estimated sources and the pdf of the true sources at each iteration.
Our new algorithm is based on finding the minimum divergence between the parameterized estimated source signal densities and the true source densities. We call it the minimum divergence parameterized multichannel blind deconvolution (MDPMBD) algorithm and summarize it here:

**MDPMBD Algorithm**

1. Select channel model $h_{ij}[n; \Theta]$ (see e.g. (54))
2. Set estimator update counter $r = 0$, $n_0 = 0$, and initialize channel parameter estimate $\hat{\Theta}^{(r)}$ with any prior knowledge.
3. Compute $\hat{h}_{ij}[k; \hat{\Theta}^{(r)}]$ (the $N$-point discrete Fourier transform of channel model evaluated at $\hat{\Theta}^{(r)}$).
4. Collect $N$-sample observation $y_i[n]$ $\forall i = 1, ..., M_r$ and $\forall n = n_0, n_0 + 1, ..., n_0 + N - 1$ and compute its $N$-point discrete Fourier transform to form $\hat{y}_i[k]$. 
5. Form matrix $\Xi[k; \hat{\Theta}^{(r)}]$ as in (17) $\forall k = 0, 1, ..., N - 1$ and compute its adjoint matrix $A[k; \hat{\Theta}^{(r)}]$ and determinant $d[k; \hat{\Theta}^{(r)}]$ as in (19) and (18) respectively.
6. Compute source signals estimate $x_j[n; \hat{\Theta}^{(r)}]$ from (20) $\forall j = 1, ..., M_t$ and $\forall n = n_0, n_0 + 1, ..., n_0 + N - 1$.
7. Compute pdf estimate $f_{X_j}^{(N)}(x; \hat{\Theta}^{(r)}, y[n_0])$ from (21).
8. Compute conventional gradient vector $\nabla J(\Theta, y[n_0])$ in (27) from (31)-(33).
9. Compute Riemannian metric $G(\hat{\Theta}^{(r)})$ in (30) and natural gradient $\nabla J(\Theta, y[n_0])$ in (26).
10. Update channel parameter vector as in (28).
11. Set $r = r + 1$, $n_0 = n_0 + \text{(window step size)}$ and go to step 3.

**IV. ASYMPTOTIC OPTIMALITY OF ALGORITHM**

In this section we prove that the estimator formed from (24) is locally asymptotically consistent and Fisher efficient. For the proof of consistency we first prove the global minimizer is unique and then that the objective function is convex about the global minimizer.

**Theorem 2 (Uniqueness of Solution):** As $N \to \infty$ there is one and only one global minimizer of (24).

*Proof:* We need to show that

$$\hat{\Theta} = \Theta^* \Leftrightarrow J(\hat{\Theta} = \Theta^*) = 0 \quad (35)$$

We start by proving the forward implication. From Proposition 1, we know that as $N \to \infty$, $x_j[n; \Theta^*] \to s_j[n]$ $\forall n = n_0, ..., n_0 + N - 1$. This means that $\forall j = 1, ..., M_t$

$$\lim_{N \to \infty} f_{X_j}^{(N)}(x; \Theta^*) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=n_0}^{n_0+N-1} \psi[x - s_j[n]] = f_{S_j}(x) \quad (36)$$

since from (22) we formed $f_{S_j}(x)$ as an infinite basis expansion using $\psi(x)$ basis functions. Therefore,

$$J(\Theta^*) = \sum_{j=1}^{M_t} D_{KL}(f_{S_j}(x) || f_{X_j}^{(N)}(x; \Theta^*)) \quad (37)$$

$$N \to \infty \quad \sum_{j=1}^{M_t} D_{KL}(f_{S_j}(x) || f_{S_j}(x)) = 0$$

which proves the left to right implication. Now we must prove the right to left implication which we do through the contrapositive

$$\hat{\Theta} \neq \Theta^* \Rightarrow J(\hat{\Theta}) > 0 \quad (38)$$

To this we simply turn to the definition of a divergence function (which the Kullback-Leibler divergence satisfies). A divergence function is any smooth function $D(\cdot | \cdot): \mathcal{M} \times \mathcal{M} \to \mathbb{R}$ satisfying for any points $p, q \in \mathcal{M}$

$$D(p||q) \geq 0, \text{ and } D(p||q) = 0 \iff p = q \quad (39)$$

For $\hat{\Theta} \neq \Theta^*$ we have $\lim_{N \to \infty} f_{X_j}^{(N)}(x; \hat{\Theta}) \neq f_{S_j}(x)$. Therefore, under this condition the divergence function is strictly positive and the reverse implication is satisfied.  

This completes the first part of the consistency proof. Now, we must show that the objective function surface is convex about the global minimum in order for the optimization of (28) to converge for the appropriate fixed step size $\mu$.

**Theorem 3 (Convexity about Global Minimum):** As $N \to \infty$ the objective function in (24) is locally convex about the global minimizer $\Theta^*$.

*Proof:* Since our objective function is twice-differentiable we can use positive definiteness of the Hessian matrix to prove convexity. We start with

$$\frac{\partial^2}{\partial \theta_m \partial \theta_{m'}} J(\Theta) = \sum_{j=1}^{M_t} \frac{\partial^2}{\partial \theta_m \partial \theta_{m'}} D_{KL}(f_{S_j}(x) || f_{X_j}^{(N)}(x; \Theta))$$

where

$$\frac{\partial^2}{\partial \theta_m \partial \theta_{m'}} D_{KL}(f_{S_j}(x) || f_{X_j}^{(N)}(x; \Theta)) = \frac{\partial^2}{\partial \theta_m \partial \theta_{m'}} D_{KL}(f_{S_j}(x) || f_{X_j}^{(N)}(x; \Theta)) +$$

$$\sum_{x \in \mathcal{X}} \frac{\partial}{\partial \theta_m} f_{X_j}^{(N)}(x; \Theta) \frac{f_{S_j}(x)}{f_{X_j}^{(N)}(x; \Theta)} \frac{\partial}{\partial \theta_{m'}} f_{X_j}^{(N)}(x; \Theta) \bigg|_{\Theta = \Theta^*} = E_{f_{X_j}^{(N)}(x; \Theta^*)} \left[ \frac{\partial}{\partial \theta_m} \log f_{X_j}^{(N)}(x; \Theta^*) \right] \frac{\partial}{\partial \theta_{m'}} \log f_{X_j}^{(N)}(x; \Theta^*)$$

From the second line to third line we have used the fact that $\lim_{N \to \infty} f_{X_j}^{(N)}(x; \Theta^*) = f_{S_j}(x)$. In the last line of (41) we observe that we’re left with the $(m, m')$ component of the Fisher information matrix—which is always positive definite.
The Hessian components of the objective function in (40) are simply a sum of \( M_t \) of these Fisher information matrix components. Since the sum of any number of positive definite matrices is also positive definite, the Hessian in (40) is also positive definite. Therefore, the objective function in (24) is convex about the point \( \Theta^* \).

It is interesting to note that the Hessian of our cost function is equivalent to the Riemannian metric in (30). Now we proceed to show that the estimator is asymptotically Fisher-efficient (achieves the Cramer-Rao bound asymptotically).

**Theorem 4 (Fisher Efficiency of Estimator):** The estimator formed from (24) is asymptotically Fisher-efficient.

**Proof:** We prove the estimator is asymptotically efficient by proving that (24) is equivalent to the maximum likelihood objective function.

\[
\hat{\Theta}_{MLE} = \arg \max_{\Theta} \log f(y_1, \ldots, y_M; \Theta)
\]

\[
= \arg \max_{\Theta} \log f(x_1, \ldots, x_M; \Theta)
\]

\[
= \arg \max_{\Theta} \sum_{j=1}^{M_t} \log f(x_j; \Theta)
\]

\[
= \arg \min_{\Theta} \sum_{j=1}^{M_t} -\log f(x_j; \Theta)
\]

\[
N = \arg \max \sum_{j=1}^{M_t} E_{f_j}(x) \log f(x_j; \Theta)
\]

\[
= \arg \max_{\Theta} \sum_{j=1}^{M_t} \log f(x_j; \Theta)
\]

where \( f_j(x_j; \Theta) \) is a nonlinear function to be specified by the user. The estimated source signals at update step \( r \) are formed from the inverse filter separation as in (2):

\[
x[r] = \sum_{l=0}^{L} W(r)[l]y[r - l]
\]

Amari (and most others using a minimum entropy objective function) incorporate knowledge of the source densities through the judicious choice of the nonlinear function \( q_j(x) \) in (43). The optimal choice when the source densities are known is given in [7] as:

\[
q_j(x) = -\frac{\partial \log(f_j(x))}{\partial x}
\]

where \( f_j(x) \) is the known pdf of the \( j \)th source signal. To be fair we must initialize Amari’s algorithm with the same amount of prior information we use in the proposed method. To incorporate a parameterized channel with an initial parameter estimate into an inverse filter method formulation we will make use of the following relation:

\[
\sum_{i=1}^{M_t} W[l]H[n - l] = \begin{bmatrix} \delta[n] & \cdots & \delta[n] \end{bmatrix}
\]

If we limit our attention to the \( M_t = M_e \) case we can solve for the inverse filter polynomial matrix initial estimate from the system of equations produced by the discrete fourier transform of (47) to yield:

\[
W^{(0)}[n] = \frac{1}{N} \sum_{k=0}^{N-1} e^{-j2\pi k(n+\frac{1}{2})} \tilde{H}^{-1}[k; \hat{\Theta}^{(0)}]
\]

where \( \tilde{H}[k; \Theta] = \{\tilde{h}_{ij}[k; \Theta] \} \forall i, j \).

**V. SIMULATION RESULTS**

In this section we present the results from computer simulation of the observed signals and the estimator algorithm. To motivate the significance of the proposed estimator, we compare its performance to the algorithm of Amari et. al. in [4], [7].
example is created to allow Amari’s algorithm to successfully converge. It has no connection to any known channel but is chosen for illustrative purposes. In the realistic example in Section V-B.2, we use different speech waveforms sampled at 8kHz for the source signals and pass them through a line-of-sight (LOS) channel. Conceptually, this example that is closer to what we would observe in nature. We use (6) to create the observations. We use the MDPMBD algorithm given at the end of Section III to compute the estimate of the channel parameter and source signals. We make use of the gradients in Appendix II to calculate the components of (35). We then use (43) - (48) to implement Amari’s algorithm. To measure the performance of the proposed and comparison algorithm, we will use the average signal-to-interference ratio (SIR) defined as:

\[ \text{SIR}_{\text{avg}} = \frac{1}{M} \sum_{j=1}^{M} \left( \frac{\sum_{n=n_0}^{n_0+N-1} |x_j[n; \hat{\Theta}]|^2}{\sum_{n=n_0}^{n_0+N-1} |x_j[n; \Theta] - s_j[n]|^2} \right) \]  

(49)

where \( x_j[n; \Theta] \) and \( s_j[n] \) are the standardized estimated and true source signals respectively. (We must also properly align \( x_j[n; \Theta] \) and \( s_j[n] \) before computing the denominator.) This appears to be the best way to compare the performance of an algorithm based on inverse filter separation to our algorithm based on parametric symbolic pseudoinverse separation.

1) Unrealistic Example: Here we define the channel model to be

\[ h_{ij}[n; \Theta] = \delta[n] + (-1)^i \theta_j \delta[n-1] \quad \theta_j \in (0, 1) \]  

(50)

\[ \forall j = 1, 2, \forall i = 1, 2, \text{and } \forall n = n_0, ..., n_0 + N - 1 \text{ and} \]

\[ \frac{\partial}{\partial \theta_m} \hat{h}_{ij}[k; \Theta] = \begin{cases} (-1)^i e^{\frac{2\pi j k}{N}}, & m = j \\ 0, & \text{otherwise} \end{cases} \]  

(51)

The source signals are i.i.d. and have common pdf given by the gaussian mixture

\[ f_{s_j}(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x_1-\eta_1)^2}{2\sigma^2}} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x_2-\eta_2)^2}{2\sigma^2}} \]  

(52)

where we chose \( \sigma = 0.4, \eta_1 = 1, \) and \( \eta_2 = -1 \) for our simulation. This means the nonlinear function \( q_j(x) \) from (46) will be \( q_j(x) = \frac{x_j}{\sigma_j}. \) We choose \( \Theta = [0.2, 0.6]^T \) and initialize the algorithm with \( \hat{\Theta}^{(0)} = [0.3, 0.7]^T. \) In Fig. 4 we plot the average SIR from (49) for both the Amari algorithm and the proposed algorithm as a function of the time sample index. We compare and show the performance for two different sets of step sizes. Generally, the larger the step size, the faster the algorithm converges but the more it oscillates about the solution. Picking a step size that is too large can also lead to convergence failure.

2) Realistic Example: We now consider a number of observable signals arriving in planar wavefronts upon an arbitrary collection of sensors at known positions \( P = \{p_i = [p_{xi}, p_{yi}]^T \ \forall i \} \) as in Fig. 5. When the sensors are spaced far enough apart, each receiver sees a different delay for each source. Now, we define the 2-D directional unit vector for source \( j \) as \([-\cos \theta_j, -\sin \theta_j]^T\) and project it onto the position vector \( p_i = [p_{xi}, p_{yi}]^T \) for sensor \( i. \) This gives the distance between the sensor and the origin along the direction of arrival.

Fig. 4. Unrealistic Example Performance: Average SIR as computed in (49) for relatively small step sizes in the top figure and relatively large step sizes in the bottom figure. (Note that the convergence time and variability of the SIR in Amari’s algorithm is unnoticeable since the difference in dB between the algorithms is so large.)

Fig. 5. In this line-of-sight channel model we illustrate a sensor array with source signals \( s_j[n] \) impinging at angles of arrival \( \theta_j \) to create a received signal \( y_j[n] \) at sensor position \([p_{xi}, p_{yi}]^T\).
the probability density functions of the source signals are known. We focused attention on parametric channel models to reduce the dimension of the search space compared with nonparametric channels (in which case every element of the separation system polynomial matrix must be estimated). We derived a new MBD algorithm and proved its asymptotic optimality in the sense of being statistically consistent and Fisher efficient. We compared the performance of our new estimator to a popular minimum entropy inverse filter technique used for MBD. For the contrived example where the minimum entropy inverse filter method actually achieves source separation, the average signal-to-interference ratio of the proposed estimator exceeded it by 15-20 dB. For the more realistic physics-based line-of-sight acoustic example, the minimum entropy inverse filter method completely failed, while the proposed estimator achieved an average SIR around 7 dB.

We would like to extend the algorithm to do multichannel blind deconvolution on complex-valued wireless communication signals operating in both line-of-sight and non-line-of-sight multipath models. We would like to derive a recursive form of the estimator instead of the current batch formulation. We need to examine effects of channel and source modeling errors and devise methods and cost functions to make the estimator robust against these effects. Finally we would like to analyze what happens when the number of sources is unknown. Or, analogously, what happens when the algorithm is designed to handle more source signals than actually appear?

### VI. Conclusion

In this paper we examined the problem of multichannel blind deconvolution (MBD) for the specific case in which

(DOA) of the $j$-th source signal. The relative time delay is then simply this distance divided by the speed $c$ of propagating wavefront to give

$$
t_{ij} = -\frac{1}{c}(p_x \cos(\theta_j) + p_y \sin(\theta_j)) \tag{53}
$$

For a real-valued signal in a LOS channel, plugging (53) into (8) gives the far-field real-valued line-of-sight channel model:

$$
h_{ij}[l; \Theta] = \alpha_j \text{sinc}(l + \frac{1}{cT}(p_x \cos(\theta_j) + p_y \sin(\theta_j))) \tag{54}
$$

where $\alpha_j$ is the amplitude of source $j$, $c$ is the propagation speed, $\theta_j$ is the source $j$ direction of arrival, $T$ is the sampling period, $[p_x, p_y] = [-2, -D]$ is the position of sensor $i$, and $\Theta = [\theta_1, \theta_2, ..., \theta_M] \in \Theta$ are the DOAs of the source signals. We let the source signals for this simulation be two acoustic waveforms impinging on a 8-element uniformly spaced circular array. We use $\Theta^* = [45^\circ, 60^\circ]^T$ and $\Theta(0) = [55^\circ, 70^\circ]^T$ in the simulation. In Fig. 6 we plot average SIR versus time sample for the two algorithms as before. Amari’s algorithm fails to converge primarily due to the fact that the polynomial matrix with terms from (54) is not minimum phase. Notice that the average SIR for Amari’s algorithm is below 0 dB which means that the algorithm is failing to separate the sources.

### Appendix I

**Proof of Theorem 1**

To derive the Riemannian metric for (24), we use (29) on (23) and assert spatial independence. For notational compactness we define $\sum_{x_1, ..., x_M} = \sum_{x_1 \in \mathcal{X}} \cdots \sum_{x_M \in \mathcal{X}}$

$$
g_{ij}(\Theta) = \frac{\partial}{\partial \theta_i} \left[ \sum_{x_1, ..., x_M} \frac{f(x_1, ..., x_M|\Theta')}{{f(x_1, ..., x_M|\Theta')}'} \log \frac{{f(x_1, ..., x_M|\Theta')}}{{f(x_1, ..., x_M|\Theta')}} \bigg|_{\Theta'' = \Theta' = \Theta} \right]
$$

where $\theta_i$ is the position of sensor $i$. We need to examine effects of channel and source modeling errors and devise methods and cost functions to make the estimator robust against these effects. Finally we would like to analyze what happens when the number of sources is unknown. Or, analogously, what happens when the algorithm is designed to handle more source signals than actually appear?
throughout the proof, we use

This completes the proof of Theorem 1. In the second and penultimate step we are able to cancel the second term altogether using the fact that \( \sum_{x \in \mathcal{X}} \frac{\partial}{\partial \theta} f(x|\theta) = 0 \). Also, throughout the proof, we use \( \frac{\partial}{\partial \theta} \log f(x|\theta) = \frac{\partial}{\partial \theta} f(x|\theta) f(x|\theta) \). We see that \( G(\theta) = \{g_{ij}(\theta)\} \) is the sum of Fisher information matrices.

**APPENDIX II**

**GRADIENT CALCULATIONS FOR SIMULATION EXAMPLES**

For the two examples given in Section V-B we have the following gradients for the terms in (33)

\[
\begin{align*}
\frac{\partial}{\partial \theta_1} a_{11}[k; \theta] &= \frac{\partial}{\partial \theta_2} a_{22}[k; \theta] = 0 \quad (56) \\
\frac{\partial}{\partial \theta_1} a_{12}[k; \theta] &= -\sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_1} \tilde{h}_{i1}[k; \theta_1] \tilde{h}_{i2}[k; \theta_2] \\
\frac{\partial}{\partial \theta_1} a_{21}[k; \theta] &= \left[ \frac{\partial}{\partial \theta_1} a_{12}[k; \theta] \right]^* \\
\frac{\partial}{\partial \theta_2} a_{12}[k; \theta] &= 2R \left( \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_1} \tilde{h}_{i1}[k; \theta_1] \tilde{h}_{i1}[k; \theta_1] \right) \\
\frac{\partial}{\partial \theta_2} a_{11}[k; \theta] &= 2R \left( \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_1} \tilde{h}_{i2}[k; \theta_2] \tilde{h}_{i1}[k; \theta_2] \right) \\
\frac{\partial}{\partial \theta_2} a_{21}[k; \theta] &= \left[ \frac{\partial}{\partial \theta_2} a_{12}[k; \theta] \right]^* \\
\frac{\partial}{\partial \theta_1} d[k; \theta] &= \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_1} [\hat{h}_{i1}[k; \theta_1]]^2 \sum_{i=1}^{M_r} [\hat{h}_{i2}[k; \theta_2]]^2 \\
&\quad - 2R \left[ \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_1} \tilde{h}_{i1}[k; \theta_1] \tilde{h}_{i2}[k; \theta_2] \sum_{i=1}^{M_r} \tilde{h}_{i2}[k; \theta_2] \tilde{h}_{i1}[k; \theta_1] \right] \\
&\quad - 2R \left[ \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_2} \tilde{h}_{i1}[k; \theta_1] \tilde{h}_{i2}[k; \theta_2] \right] \\
&\quad - 2R \left[ \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_2} \tilde{h}_{i2}[k; \theta_2] \tilde{h}_{i1}[k; \theta_1] \right] \\
&\quad - 2R \left[ \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_2} \tilde{h}_{i2}[k; \theta_2] \tilde{h}_{i1}[k; \theta_1] \right] \\
&\quad - 2R \left[ \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_2} \tilde{h}_{i1}[k; \theta_1] \tilde{h}_{i2}[k; \theta_2] \right] \\
&\quad - 2R \left[ \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_2} \tilde{h}_{i1}[k; \theta_1] \tilde{h}_{i2}[k; \theta_2] \right] \\
&\quad - 2R \left[ \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_2} \tilde{h}_{i2}[k; \theta_2] \tilde{h}_{i1}[k; \theta_1] \right] \\
&\quad - 2R \left[ \sum_{i=1}^{M_r} \frac{\partial}{\partial \theta_2} \tilde{h}_{i2}[k; \theta_2] \tilde{h}_{i1}[k; \theta_1] \right] \
\end{align*}
\]
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