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Abstract. This chapter concerns the design, development, and simulation of
nanoprocessor systems integrated on the molecular scale. It surveys ongoing re-
search and development on nanoprocessor architectures and discusses challenges in
the implementation of such systems. System simulation is used to identify some
advantages, issues, and trade-offs in potential implementations. Previously, the au-
thors and their collaborators considered in detail the requirements and likely per-
formance of nanomemory systems. This chapter recapitulates the essential aspects
of that earlier work and builds upon those efforts to examine the likely architectures
and requirements of nanoprocessors. For nanoprocessor systems, simulation, as well
as design and fabrication, embodies unique problems beyond those introduced by
the large number of densely-packed, novel nanodevices. For example, unlike the
largely homogeneous structure of circuitry in nanomemory arrays, a high degree
of variety and inhomogeneity must be present in nanoprocessors. Also, issues of
clocking, signal restoration, and power become much more significant. Thus, build-
ing and operating nanoprocessor systems will present significant new challenges
and require additional innovations in the application of molecular-scale devices and
circuits, beyond those already achieved for nanomemories. New nanoelectronic de-
vices, circuits, and architectures will be necessary to perform the more complex
and specialized functions inherent in processing systems at the nanometer scale.
This chapter highlights the fundamental design requirements of such nanoprocessor
systems, presents various device and design options, and discusses their potential
implications for system performance.

17.1 Introduction

The excitement that surrounds the field of molecular electronics is premised,
to a great extent, upon the prospect that soon we may be able to design,
fabricate, and demonstrate an entire, ultra-dense electronic computer that is
integrated on the molecular scale. In fact, development of such nanoelectronic
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computer systems already is underway. Despite significant challenges, this ef-
fort is likely to produce functioning prototype nanomemories and nanoproces-
sors within a few years [1–9].

Such development is essential to fulfill the promise and the expectations
that have been raised by the dramatic recent successes in demonstrating
electronic devices and simple circuits on the molecular scale, as is discussed
in the foregoing chapters of this book [10–13] and elsewhere [3,14–21]. In this
regard, much progress already has been made toward employing molecular-
scale devices in building and demonstrating extended nanomemory systems
[4, 5, 21]. Pressing on toward much more complex, extended nanosystems,
such as nanoprocessors, does not alleviate the need for more research and
development on nanodevices. In fact, as we explain below, it places even
more stringent demands for understanding, predictability, uniformity, and
reliability of performance at the device level.

Nonetheless, the process of developing true nanocomputers does open
up an entirely new frontier of systems objectives and issues that require
research and development beyond that which presently is being conducted
upon isolated nanodevices. It is this new frontier that is the primary topic
of the present chapter, which addresses the problem of how to design and
simulate an entire nanoprocessor system that is integrated on the molecular
scale.

This survey and analysis of nanoprocessor system architectures may be
considered as a companion to a recent paper on nanomemories by several of
the present authors. In that work, we simulated and analyzed a nanowire-
based nanomemory array as a vehicle for considering a range of issues that
arise in the development of nanomemory systems [22]. The much more dif-
ficult challenges presented by the frontier problem of nanoprocessor design
and development are considered here in several ways and at several levels of
resolution, as follows:

• In Sect. 17.2 of this work, we describe how molecular-scale devices fit in
and are harnessed within an extended nanowire-based circuit system.

• Section 17.3 of this work provides a general overview of the nanoprocessor
design and architecture problem from a system-level perspective. This
review of the issues that must be faced includes a consideration of the
problems of migrating conventional microelectronic architectures to the
nanoscale, as well as an analysis of the difficulties that might arise with
novel nanoelectronic architectures.

• Section 17.4 contains a brief survey of the various system architecture
approaches that have been proposed.

• Then, in Sect. 17.5, there is detailed consideration of one promising ar-
chitectural design approach, due to DeHon and Wilson [23–25]. This ap-
proach utilizes imprinted or self-assembled nanowires for both the devices
and the interconnect structures. It draws from and builds upon well-tested
ideas for constructing programmable logic, such as the programmable
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logic
array (PLA) [26], in formulating the overall architecture. The section
begins with a brief description of the structure and function of a PLA.
This is followed by a brief survey and perspective on the microscale and
nanoscale antecedents of this architectural approach [27]. This survey may
be valuable in assisting others toward synthesizing still further design ap-
proaches that may be better suited to molecular-scale devices other than
those built solely from nanowires.

• We continue in Sect. 17.6 with a detailed simulation of key nanowire cir-
cuits for such a PLA-based nanoarchitecture. This is intended to illustrate
in a very specific manner the types of issues that will be encountered in
building and operating a nanoprocessor, well before an entire system of
this type actually is fabricated and integrated on the molecular scale.

By integration on the molecular scale, we mean that the basic switch-
ing devices, as well as the wire widths and the pitch dimensions (i.e., spacing
between the centers of neighboring wires), all will measure only a few nanome-
ters – the size of a small molecule – in the computer systems of interest here.
Such systems may function using only one or a few molecules within their
basic devices [3,6,16,17,21,28]. On the other hand, the systems may not use
molecules at all, employing instead solid-state quantum dots [29–33] and/or
imprinted or self-assembled nanowires [34–36].

From a systems perspective, the very small dimensions of any of these
device and interconnect structures open up new design possibilities because
of the very high density of function the structures can provide. However, at
the same time, the repertoire of structures available to the system designer
is limited by the present difficulty of performing precise, flexible, and eco-
nomical fabrication or assembly at these molecular dimensions for the very
large number of conductive components that are required. Especially, the
basic structures available and the demonstrated performance of the devices
are not yet as diverse or robust as computer-system designers have come to
take for granted when developing systems that are integrated only at the
microscale. Also, the nanometer-scale switches and interconnects are likely
to exhibit a higher degree of structural and functional variability than is
common in the much more highly evolved technology for building microelec-
tronics. Thus, the nanoprocessor designer must seek a strategy that takes
advantage of and can walk the line between these countervailing facts of life
on the nanometer scale – very high densities, but less precision, uniformity,
and operational robustness.

One example of this compromise is embodied in the nanowire-based PLAs
[25] that are discussed in detail in Sects. 17.5 and 17.6 of this work. The
fact that the PLA architecture takes advantage of the available density to
ameliorate some of the limitations implicit in present-day nanodevice and
nanofabrication technologies [24, 37] seems to suggest that this architectural
approach can be used successfully to develop a functioning nanoprocessor in
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the reasonably near term. That is, system simulations indicate that it should
not be necessary to push back very far the thresholds of present limitations on
devices and fabrication in order to make progress on the system challenges.

Further, we illustrate here that as the research community attempts to
move forward with detailed designs for an entire nanocomputer, system simu-
lation can illuminate the detailed consequences of both the architecture-level
design choices and the a priori constraints. Still further, the results of the sim-
ulation serve to provide focus for nanodevice and nanofabrication research,
showing where it may be necessary to push back on the limits of these tech-
nologies, and where such efforts can have the most benefit for the ultimate
objective of building a nanocomputer.

17.2 Starting at the Bottom: Molecular Scale Devices
in Device-Driven Architectures for Nanoprocessors

Whether one considers the design, simulation, or fabrication of an entire
processor system, there is a hierarchy of structure and function. In the usual
approach of modern electrical engineering, this hierarchy is taken to start
at the highest level of abstraction, the architecture level. Then it descends
down to the level of its component circuits, and finally, proceeds down to the
level of the component switch and interconnect devices [38]. To a great ex-
tent, this viewpoint mirrors the “top-down” approach used in the design and
fabrication of microprocessors, in which the robust performance of the de-
vices and the ability to tune precisely the structure and performance of those
devices – i.e., microelectronic transistors – is somewhat taken for granted.
Architectures often are optimized to suit first the high-level, system objec-
tives, such as computational latency and throughput, then the circuits, and
finally, the behavior of the devices may be adjusted to suit particular needs
of the architecture.

At present, the situation is different when one sets out to design, simu-
late, or fabricate an entire nanoprocessor system integrated on the molecular
scale. The ability to tune the performance of nanodevices still is limited. This
is partly because these molecular-scale devices are so new. Thus, the experi-
ments [10–13,39] and the theory [40–47] necessary to understand them, design
them, and make them to order still are very much in development, as is evi-
dent in the foregoing chapters of this volume. In addition, however, the ability
to tune precisely the structure and performance of nanometer-scale devices
may be limited inherently by the quantization of those properties, which is
ubiquitous on that tiny scale.

Further, designs for nanoelectronic circuits and systems are constrained
by the very small size and small total currents associated with molecular-
scale switches. This is coupled with the difficulty of making contact with
them using structures and materials that are large and conductive enough to
provide sufficient current and signal strength to serve an entire nanoprocessor
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Fig. 17.1. “Crossbar” array of nanowires with molecular devices at junctions

system. This system will be at least tens of square microns, if not tens of
square millimeters, in extent, which is millions or trillions of times larger
than the molecular-scale devices themselves.

Regardless of whether all these limitations are temporary or fundamental,
for now they constrain both the circuits and the architectures that are achiev-
able in the relatively near term. Further, these limitations force us to begin
consideration of the design and the simulation of nanoprocessor systems at
the bottom-most level of the hierarchy, the device level.

As is true in most experiments on the electrical properties of mole-
cules [10, 11, 15, 48, 49], for the purposes of discussing circuits and systems
a molecular-scale device consists of a junction between two metal or semi-
conductor surfaces, with a molecular-scale structure sandwiched between.
This molecular-scale structure may be one or a few molecules, as depicted
in Fig. 17.1. Or else, it may be a layer of molecules or atoms only a few
nanometers thick, as in the nanowire junction diode depicted in Fig. 2(a).
While many electrical properties may be very important (especially capaci-
tance), the electrical behavior of such junction nanoswitches is characterized
primarily by the current response I to an applied voltage V, a so-called I-V
curve, such as is shown in Fig. 2(b).

I-V behaviors of such junctions include: simple resistance at low volt-
age [6], rectification [13, 22, 50], negative differential resistance (NDR) [18]
and hysteresis [6,22]. A variety of such junction nanodevices have been real-
ized that might be useful for building extended nanoelectronic systems. The
hysteretic behavior illustrated in Fig. 2(b) is particularly valuable, as it al-
lows the “programming” of a junction into one of two states. Such bistable
switches are essential components of any computing system.

Development of molecular-scale switches with appropriate I-V behaviors
is essential to be able to construct functional circuits that can be used to
build up processor systems. It is of particular importance to have nanoscale
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(a) (b)

Fig. 17.2. Illustrations of (a) a rectifying junction switch made of crossed nanowires
that sandwich a molecule or layer of molecules or atoms and (b) a representative
I-V characteristic for a hysteretic, rectifying device. Hysteresis is indicated by the
multiple conductance states. The high-conductance “on” state and low-conductance
“off” state are depicted, and the voltage thresholds at which the device switches
between states are labeled with arrows. Rectification is indicated by the unequal
responses to positive and negative voltages

switches that can be used to produce signal restoration and gain, e.g.,
nanotransistors.1 These two features are essential to maintaining electrical
signals as they move through multiple levels of logic. Nanotransistors have
been fabricated using carbon nanotubes (CNTs) [20, 52–54], although it re-
mains very difficult to use them in building extended systems. There also
have been some suggestions for fabricating transistors from smaller mole-
cules [13,55]. A few individual molecular transistors have been demonstrated
based on small molecules, but only in very sensitive experiments under cryo-
genic conditions [56,57]. On the other hand, robust nanoscale transistors built
from crossed nanowires have been demonstrated in a number of experiments
at room temperature [19].2 A diagramm of such a nanowire nanotransistor is
displayed alongside models of its I-V curves in Fig. 17.3. Thus, following the
architects DeHon and Wilson [25], in the simulations described here, we em-
ploy these nanowire transistors in analyzing systems that might be fabricated
and operated under realistic conditions in the near term.

In addition to obtaining gain and signal restoration, simpler I-V behav-
iors, such as strong rectification from two-terminal nanodevices, also are very
important. Simulations show that even when using devices that provide good
gain, rectification remains important to ensure that signals do not take unin-

1Small circuits, e.g., latches incorporating molecular diodes, also can produce
signal restoration [51].

2Note that this transistor is not a junction nanoswitch since, ideally, no current
flows between the nanowires. Rather, the top nanowire serves as a gate for the
bottom “channel” nanowire, and the two are isolated from each other by a dielectric
layer. This is in contrast to the nanowire diode shown in Fig. 17.2, which is a
junction nanoswitch.
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Fig. 17.3. Illustrations of (a) a crossed-nanowire p-channel field effect transistor
(PFET) and (b) a model of the I-V characteristic for this device. The experimen-
tal basis for this model was obtained from [19]. For this transistor, the threshold
voltage, at which the device produces essentially zero current and turns “off,” is
observed to be approximately +1.4 V

tended and undesirable paths through circuits, especially in crossbar arrays.
A strong rectifier can fulfill this role by permitting current to pass only in
one direction in the circuit at the designed operating voltages.

The molecular-scale electronics community is just beginning to succeed in
taking the key steps required for actually building and operating an extended
nanoprocessor system that integrates two-terminal junction nanodevices, as
well as three-terminal nanotransistors. The steps form a hierarchy from the
device to the system level, as follows: (a) development of nanofabrication
approaches to build large numbers of these devices with precision and regu-
larity, (b) development of interconnect and circuit design approaches that can
incorporate such junction structures into extended circuit systems, and (c)
determination of architectural approaches that include the aforementioned
circuits designs and that can accommodate the limitations of the I-V behav-
iors available in present-day molecular electronic devices. Challenges exist at
each level of this hierarchy.

17.3 Challenges for Nanoelectronics
in Developing Nanoprocessors

17.3.1 Overview

In order to utilize recent advances in molecular-scale devices and circuits to
build extended systems, many challenges must be faced at all levels of de-
sign and fabrication. Foremost, the structure and ultra-high density of these
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novel molecular-scale devices make difficult the use of conventional micro-
processor architectures. Such difficulties motivate fundamental departures in
design. This then necessitates the development of new circuits, interconnec-
tion strategies, and fabrication methods, each of which, in turn, presents
additional challenges. The following sections discuss some of the challenges
posed by the use of conventional architectures, as well as the new difficulties
that arise in novel architectures.

17.3.2 Challenges Posed by the Use
of Conventional Microprocessor Architectures

The principal challenge of using conventional architectures [58] for the devel-
opment of nanoprocessor systems is that such architectures have too much
heterogeneity and complexity for existing nanofabrication methods. Conven-
tional processor architectures are heterogeneous at every level of the design
hierarchy. At the top level, a modern microprocessor consists of logic, cache
memory, and an input/output interface. In conventional microscale integra-
tion, these three architectural components may be designed using different
circuit styles or even different fabrication methods. The logic component it-
self consists of arithmetic and control subcomponents, both of which require
circuits that may be either combinational (e.g., AND, OR, XOR gates) or
sequential (i.e., clocked elements such as registers) [58]. Further still, the syn-
thesis of the aforementioned combinational logic gates requires multiple kinds
of devices for optimal performance [38]. This differentiation into a wide vari-
ety of devices, circuits, and subsystems is an advantageous structural feature
provided by present microfabrication. Providing such differentiation is beyond
the reach of present nanofabrication techniques. As a result, nanoelectronics
research has targeted the development of architectures for nanoprocessors
that provide comparable function while avoiding as much as possible the
introduction of heterogeneity at the hardware level.

17.3.3 Challenges in the Development
of Novel Nanoprocessing Architectures

Most of the nanoprocessor architectures presently proposed [25,32,33,59–72]
are essentially homogeneous at the hardware level and introduce diversifica-
tion at the programming stage. In this way, they are able to do without the
complexity of fabrication characteristic of conventional microprocessors.

Many of these nanoprocessor architectures inherit their design character-
istics from microscale programmable logic [27], especially field-programmable
gate arrays (FPGAs) [73] and PLAs [26]. As described in detail in Sect. 17.5,
FPGAs and PLAs are regular arrays of logic gates whose inter-gate wiring can
be reconfigured. Software is used to configure FPGAs and PLAs to compute
particular logic functions. In contrast, the logic functions in conventional
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microprocessors are hard-wired during construction. Thus, in FPGAs and
PLAs, the use of software to “complete” the hardware construction allows
the hardware design to be simplified to a homogeneous form.

Although these physically homogeneous architectures simplify fabrication,
they do introduce a new set of challenges. For nanoprocessing, these chal-
lenges may be illustrated by considering the example of a nanoscale crossbar
switch array. This is a homogeneous approach that combines a high degree
of scalability with some of the smallest circuit structures demonstrated to
date [3, 21]. The basic crossbar architecture consists of the combination of
planes of parallel wires that are laid out in orthogonal directions, such as
is shown in Figs. 17.1 and 17.4. Computation and communication rely on
molecular-scale junction switches formed at the crosspoints of the wires as
the fundamental devices.

These ultra-dense arrays are fabricated using specialized techniques such
as nanoimprinting [3, 74] or flow-based alignment [34]. Prototype nanoelec-
tronic circuits and reasonably large memory arrays already have been con-
structed using these techniques [7, 19, 21, 75, 76]. Moreover, a number of ar-
chitectural proposals have been put forth that involve the tiling of cross-
bar subarrays to form programmable fabrics, including the design shown in
Fig. 17.4 [7, 23,25,66].

Among the reasons that these regular crossbar structures are attractive is
because it is possible to assemble them using presently available nanofabrica-
tion techniques. However, the structural regularity can increase the complex-
ity of realizing logic at nearly every other level of the design hierarchy. One
pays a penalty in the use of area and time in order to program topologically-
irregular logic circuits into a physically homogeneous crossbar architecture.
For example, programmable microscale circuits such as FPGAs incur approx-
imately a 20 to 50-fold area penalty [77] and a 15-fold delay penalty [78] when
compared to heterogeneous, custom-designed solutions. Thus, one significant
challenge for nanoprocessing lies in developing programming algorithms that
can produce area- and time-efficient realizations of heterogeneous logic using
regular structures.

Furthermore, microscale PLAs and FPGAs are “mostly” regular, but
some irregularity often is introduced at the lowest levels of the hardware hier-
archy in order to promote more efficient utilization of physical resources [73].
Likewise, the ability to provide even a limited amount of irregularity with
future nanofabrication methods might have a large, beneficial impact on the
overall density and performance of a nanoprocessor.

In addition to the challenges enumerated above, the task of designing
and developing novel nanoprocessor architectures must confront further dif-
ficulties in the circuit and device domains. Some of these challenges also are
faced in the development of nanomemories, as described and illustrated in
previous work [22]. For nanoprocessing, such issues are compounded. For
example, in nanomemories, the use of two-terminal devices without gain
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configurable logic block
(nanoscale crossbar)

global interconnect
(lithographic wires)

configurable logic tile

Fig. 17.4. A programmable fabric incorporates molecular-scale devices into the
crossbar structures shown in Fig. 17.1. The fabric builds from them an extended
structure of molecules or molecular devices, crossed nanowires, and microwires, such
as is shown above. This can provide a platform for realizing a nanoprocessor [23]

imposes system-level constraints due to requirements for signal restoration.
In nanoprocessors, requirements for signal restoration are more stringent, be-
cause the signals may need to traverse larger portions of nanoscale circuitry
without the aid of the microscale amplifier circuits proposed for use with
nanomemories [79]. Also, wires and the signals they carry must fan out in or-
der to construct the complex logic required for processing, such as arithmetic
functions. Still further, as in nanomemories, there are issues of signal integrity
due to the signal coupling that arises when devices and interconnects are as
densely packed as is proposed for nanoprocessors. The high density of devices
also will make difficult the task of maintaining a low enough power density
so that system temperature can be controlled [80].
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A challenge for nanoprocessing that does not arise in nanomemories is that
sequential (clocked) elements will be required. Such elements can be inefficient
to realize using the combinational logic that is most readily available using
crossbars that incorporate molecular-scale resistors and rectifiers. Specialized
nanocircuits have been proposed to serve as sequential elements [68, 81–84].
These circuits operate using Goto pairs [85] in implementations that were
used previously in solid-state nanoelectronic circuit designs [86,87]. In cross-
bars, these circuits may be built by incorporating NDR molecules [18].

One virtue of using Goto-pair-based circuits for nanoelectronic systems
is that they can provide restoration using only two-terminal devices. In ef-
fect, these circuits can provide some of the gain required to restore logic
signals, thus reducing the gain requirements for the other circuits in the
system. Such circuits might be able to limit, and possibly even eliminate,
the need for nanotransistors. However, a potential drawback is that, unlike
transistor-based circuits, Goto-pair circuits may require additional compo-
nents in order to provide electrical isolation between logic stages. Such iso-
lation might be provided by distinct nanodevices such as rectifiers. However,
with or without such additional devices for isolation, localized insertion and
placement of Goto-pair-based clocked elements into a crossbar array prob-
ably would require introducing a degree of heterogeneity into an otherwise
regular nanofabric.

A recent development that has the potential to alleviate some of these
difficulties is the crossbar latch designed by the Hewlett-Packard Corporation
[51,88]. This latch has been demonstrated to produce signal restoration and
inversion using only molecular two-terminal devices. It is a clocked element
that is designed to be fabricated using junction molecular devices within
the same homogeneous crossed-nanowire molecular-scale circuit systems (see
Fig. 17.4) that have been used to fabricate nanomemories [4, 6, 21, 89]. Such
latches could be introduced into nanoprocessor systems based on crossbars,
without requiring a heterogeneous set of devices. Furthermore, as with the
Goto-pair circuits, the use of these crossbar latches in a nanoelectronic system
might reduce gain requirements for other circuits in the system, even to
the point where nanotransistors may not be required. Nanoprocessor system
architectures based on these latches still are under development [90].

For all approaches to nanoprocessor system design based upon molecular
switches, it is well understood that many device-level challenges also must
be addressed [2, 59]. Impedance matching between bulk solid contacts and
molecular-scale devices, precise characterization of device behaviors, vari-
ability, and yield of devices are among the chief examples. These challenges
will be discussed further in connection with the nanoprocessor simulations
described in Sect. 17.6. These issues must be managed either by improving
fabrication capabilities or by introducing defect and variation tolerance into
system architectures.
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17.4 A Brief Survey of Nanoprocessor
System Architectures

17.4.1 Overview

The previous section discussed some of the challenges facing the design and
fabrication of future nanoprocessors based on novel nanodevices and new
nanofabrication techniques. In this section, we survey the major architectural
approaches that have been proposed to address these challenges. Some of
these approaches rely on new architectural paradigms that are very different
from those applied in conventional microprocessors. Others borrow heavily
from these microprocessor architectures. However, all of these nanoscale ap-
proaches attempt to harness molecules or molecular-scale structures to build
up electronic circuits and systems. These approaches and the nanoelectronic
systems that will be developed in accordance with them have the potential
to utilize effectively the much higher device densities that are possible at the
nanoscale. Further, because they take advantage of potentially inexpensive,
novel nanofabrication techniques, it may be possible to address the issue of
exponentially rising costs that presently plagues the microelectronics indus-
try [91,92].

Substantial progress also continues to be made in the scaling of com-
plementary metal-oxide-semiconductor (CMOS)-based conventional micro-
processors. Thus, some nanocomputer architects propose to leverage the sub-
stantial knowledge and infrastructure available in CMOS technology. Rather
than devise new or modified architectures to accommodate the properties of
novel nanodevices, these architects attempt to use them simply to augment
the CMOS devices employed in conventional microprocessors. For the most
part, such efforts retain conventional microprocessor architectural designs.

In the following sections, both the scaling of conventional architectures
and the development of novel approaches are discussed. First, in Sect. 17.4.2,
the aggressive miniaturization of conventional architectures to the molec-
ular scale is described. Second, in Sect. 17.4.3, alternatives to conventional
architectures are described for cases in which recent nanodevice and nanofab-
rication developments have made such architectures especially relevant.

17.4.2 Migration of Conventional Processor Architectures
to the Molecular Scale

Virtually all conventional microprocessor architectures use CMOS to imple-
ment a basic architectural design originally due to von Neumann, Mauchly,
and Eckert [93–95]. First described in the 1940’s, this architecture divides
a computer into four main “organs:” arithmetic, control, memory, and in-
put/output. Present examples of such CMOS-based processors include the
well-known Intel Pentium R© 4 and the AMD OpteronTM chips. As Fig. 17.5
shows for the AMD Opteron,TM the organ structure still is evident.
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Fig. 17.5. AMD OpteronTM die photo with annotated block structure [96]

Because of its long-term investment, industry places a high premium on
maintaining these architectures as it seeks to achieve ultra-dense integration
on the nanometer scale. The primary industry approach today to building
nanoprocessors is the aggressive scaling of CMOS technology to nanometer
dimensions.3 However, for a number of years, industry investigators and oth-
ers have examined the likely limits of CMOS technology [98–100, 102, 103]
and the possibility that it might not be cost-effective to use it to build com-
mercial systems with devices scaled down to a few tens of nanometers. This
is one of the reasons that new architectural ideas inspired by nanotechnology
and molecular-scale electronics are so compelling.

An alternative to the straightforward, two-dimensional, aggressive scal-
ing of CMOS is to expand silicon technology into a third dimension [102].
Three-dimensional integration, or 3-D CMOS [104,105], refers to any of sev-
eral methods that take conventional, “flat” CMOS wafers and stack them
together with an inter-wafer interconnect [106–111]. For microprocessors, it
has been shown that 3-D integration allows for a substantial improvement
in performance, and, furthermore, that this improvement increases as device
and interconnect dimensions decrease [112]. Therefore, 3-D architectures may

3This topic has been reviewed and discussed extensively elsewhere [97–101]. We
include a brief discussion of it here both for completeness and to provide a reference
point for the other, more novel approaches we discuss.
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have particular utility in combination with novel molecular-scale devices, such
as might be implemented using a 3-D crossbar array.

So-called “hybrid” approaches that incorporate novel nanostructures into
CMOS devices constitute a third avenue by which conventional processor
architectures may be migrated toward the molecular scale. Major industrial
research laboratories have begun to explore how nanowires and CNTs might
be employed to enhance CMOS and CMOS-like structures. For example,
some of the Intel Corporation’s designs for future transistors call for the
incorporation of silicon nanowire channels to increase current density and
to control short-channel effects [113]. Similarly, work at IBM has examined
the increased current that results from the insertion of CNTs into CMOS
field-effect transistor (FET) channels [114].

Another hybrid approach involves the use of self-assembled monolayers of
redox-active molecules to enhance the function of traditional silicon devices.
Thresholds and conductances of the underlying silicon substrate can be al-
tered by the incorporation of these monolayers. In addition, new and novel
devices might be enabled. For example, the redox states of the molecules in
the SAMs may be used to form multi-level bits (i.e., n-ary digits) [115, 116].
Such so-called molecular FETs, or MoleFETs, which employ NDR molecules
or charge-storage porphyrin molecules on silicon, might be used to imple-
ment multi-level memories or logic. It appears that molecules and molecular
layers can be inserted into CMOS production processes for this purpose. For
example, the porphyrin molecules proposed for some of these hybrid devices
have been shown to be able to survive the 400◦C processing temperature
used for conventional CMOS components [117]. Also, Nantero Corporation is
succeeding in introducing novel carbon nanotube-based devices and circuits
into a CMOS production line [118].

Hybridization also may be employed at the architectural level. An exam-
ple of such a hybrid design is the CMOL architecture. As is depicted in the
previous chapter of this volume [69], CMOL circuits combine CMOS with
crossed nanowires and molecular devices (see also Fig. 17.1 and Sect. 17.3.3
of the present chapter). Specifically, CMOL circuits are to be fabricated in
two layers, with one layer consisting of CMOS blocks, or “cells,” and the
other layer containing an array of crossed nanowires employed as intercon-
nects between the CMOS cells. As with many other crossbar architectures,
the nanowire crosspoints are designed to contain programmable molecular
devices. These devices should permit reconfiguration of the nanowire-based
connections between the CMOS cells. Therefore, if physical experiments con-
firm the designers’ preliminary analyses [69,70], it is likely that CMOL may
be used to implement any architecture based upon programmable intercon-
nects. Thus far, quantitative analyses of the CMOL designs seem promising,
but no fabrication experiments have been undertaken to build and test CMOL
circuits.
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Two types of CMOL circuit architectures have been proposed, neural
networks and FPGAs [69, 70]. The salient features of these architectures
serve here to illustrate the potential advantages and challenges of hybrid
CMOS/nano designs in general. For example, like microscale neural networks,
the CMOL neural-network architecture exploits parallelism in order to reduce
operating speed and thereby save power. However, the designers assert that,
unlike microscale neural networks, CMOL may be able to achieve the den-
sity of cells and interconnects required in order to emulate advanced neural
networks, such as organic brains. As another example, CMOL FPGAs may
be able to improve performance significantly, relative to conventional CMOS
FPGAs, by utilizing nanoscale interconnects. This is because conventional
FPGA circuit performance is limited predominantly by interconnect perfor-
mance [119]. In both examples, CMOL is designed to build upon conventional
CMOS circuitry, yet circumvent its limitations by exploiting the ultra-high
density of devices available at the nanoscale.

In general, hybridizing at device, circuit, or architectural levels may allow
the semiconductor industry to leverage the best features of both conventional
CMOS and novel nanostructures. However, this combination does introduce
additional challenges. One potential difficulty lies in designing the interface
between CMOS and nanoscale components. For systems built solely from
nanodevices, such an interface is required only at a relatively small number
of points at the periphery of the nanoelectronic circuit system. In contrast,
hybrid architectures necessitate tighter and denser integration of the many,
many individual CMOS components and nanostructures within the circuit
system.

For example, the CMOL approach proposes novel interface pins to ac-
complish this task [69]. However, such pins must be manufactured to tight,
sublithographic tolerances. Also, to contact these pins, precise linear and an-
gular alignment of the nanowire array is likely to be required. In addition, be-
cause of the high bandwidth of communication proposed between CMOS and
nanoscale components, impedance matching between these components is a
potential source of difficulty. Experimental measurement of the impedances
of proposed interface pins must be undertaken in order to determine the
suitability of such pins for hybrid approaches.

A more fundamental difficulty introduced by combining CMOS with
nanostructures is that overall scalability may be limited by the scalability
of CMOS technology. Such technology is almost certain to hit physical barri-
ers to further scaling. Thus, new processor architectures must be devised that
can operate solely with novel nanodevices. Proposals for such architectures
are reviewed in the following section.

17.4.3 Overview of Novel Architectures for Nanoelectronics

A set of clever, yet profound architectural concepts underlies the prototype
nanomemory and nanoprocessor circuit systems that just now are emerging
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[23,25,32,59,61,63,65]. These architectural innovations seek to take advantage
of the strengths of novel nanodevices (especially, high device density and non-
volatile, low-power operation), as well as to ameliorate some of the limitations
discussed in Sect. 17.3 in the techniques presently available for fabrication
and assembly at the nanoscale (e.g., the inability to place nanostructures
precisely or to make them readily with arbitrary shape or complexity). At
the highest level, one may view these architectural innovations as falling into
two classes, as discussed in the subsections immediately below.

Radical Departures from Microelectronic Architectures

One broad class of architectures has been devised strictly by taking demon-
strated nanodevices and considering how to combine them into circuits or
circuit-like structures that may then be fashioned into complex systems. This
bottom-up style of nanoprocessor design has resulted in a number of architec-
tural approaches that differ drastically from conventional architectures. These
novel approaches, which are considered in detail elsewhere, include quantum
cellular automata (QCA) [32, 33, 60–62], nanoscale neural networks [63, 69],
nanocells [28, 64, 65], and biologically inspired electronic system structures
such as the virus nanoblock (VNB) [120, 121]. Each of these encompasses
important ideas and has virtues either in ease of fabrication or in ultra-low
power consumption.

The QCA approach seeks to use electric fields, rather than currents, to
set bits and propagate signals by moving the charge distributions in arrays of
multi-quantum-dot structures termed quantum-dot cells. The primary virtue
of this approach is that it is predicted to have ultra-low power dissipation,
which is highly desirable in a very dense array of nanostructures. Also, the
very small size of molecular quantum dots may permit this scheme to operate
at room temperature, in contrast to solid-state QCA approaches that require
cryogenic operation. However, a circuit employing a molecular QCA approach
has not yet been demonstrated.

The nanocell architecture employs an array of nanoparticles randomly dis-
tributed and randomly connected by self-assembled molecules that typically
exhibit negative differential resistance and voltage-dependent switching. No
attempt is made to control the placement of the molecules that make up the
individual interconnects; rather, the designer takes advantage of the mole-
cules’ switching characteristics to program the nanocell after it has been
assembled. Input and output connections are fabricated on the lithographic
scale using conventional techniques. This permits relative ease in manufac-
turing nanocells, as well as in connecting them to form higher-order circuits.
As such, high-level designs may be possible that are similar to today’s Very
Large Scale Integrated (VLSI) circuits [64].

The nanocell architecture avoids potential difficulties in precise nanoscale
fabrication. Instead, the desired connectivity is established by intensive post-
fabrication testing and programming. Because of its random assembly and
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post-fabrication programming, the nanocell approach is inherently defect
and fault tolerant [64]. Experimental nanocell memories recently have been
fabricated [28] and logic gates have been simulated, but not yet demonstrated.

These architectures, which depart significantly in their operational and
organizational principles from those of present-day computers, may make
important contributions over the long term. However, their differences from
almost all industry architectures mean that they cannot harness easily the
significant infrastructure developed by the existing electronics industry. Thus,
at the moment, they have more hurdles to overcome and appear to be further
from being applied to build extended nanoprocessing systems than the regular
array structures discussed below.

Regular Array Architectures Derived from Microelectronics

This second class of novel nanoelectronic architectures is derived via the
adaptation and ultra-miniaturization of microelectronic FPGAs and PLAs
so that they can be implemented with novel nanodevices and new nanofab-
rication techniques. For the purposes of achieving some near-term successes
in developing and operating prototype nanoprocessors, these regular arrays
occupy an important middle ground between the radical departures discussed
above and the very inhomogeneous architectures used in conventional micro-
processors. Nanoarray architectures have an appealing structural simplicity
that takes advantage of a number of the strengths of novel nanodevices and
nanofabrication techniques. Thus, physical prototypes of extended nanoar-
ray processors are approaching realization based upon much systematic
effort [3, 5–7, 21, 25, 75], including the detailed simulations described in
Sect. 17.6.

There have been criticisms of the use of PLAs to develop nanoproces-
sors [69]. Some of these criticisms are premised on the assumption that
nanoPLAs will not incorporate gain-producing or restoration-producing
nanodevices. However, this is not necessarily the case. For example, the
nanoPLA architecture due to DeHon and Wilson [25] does incorporate gain-
producing nanowire-based nanotransistors, as is described in detail below.
Other criticisms focus on the issue of heat dissipation. This is a valid con-
cern, due to the high density of current-based devices. However, circuit tech-
niques, such as the use of dynamic instead of static logic, may alleviate this
problem [25].

Thus, because the path to the realization of these novel nanoelectronic
architectures seems clearer and nearer at hand, the rest of this chapter will
focus on a discussion of the operational principles, advantages, and trade-offs
of FPGA- and PLA-type nanoarray processor architectures.
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17.5 Principles of Nanoprocessor Architectures Based
on FPGAs and PLAs

17.5.1 Overview

Having provided a brief survey above of various architectural approaches
for nanoprocessors, we now focus our attention exclusively on regular arrays
such as FPGAs and PLAs. Until recently, the use of such regular arrays in
general-purpose, microscale computation has been disfavored relative to the
use of conventional, heterogeneous architectures. Thus, to understand how
regular arrays may be leveraged for nanoprocessing, it is important to review
their use in conventional processing systems and to illustrate the benefits
and challenges. Following this brief review, a specific regular architecture for
a nanoprocessor will be explored, the DeHon-Wilson PLA.

17.5.2 Description of Regular Arrays, FPGAs,
and PLAs: Advantages and Challenges

A regular array is a homogeneous two- or three-dimensional grid of config-
urable logic elements (such as four-input logic tables) interconnected by wires
with embedded programmable switches (i.e., “programmable wires”) [73].
The array is configured by programming the individual logic elements and
switches to define a hardware implementation of a desired logic function.
Thus, regular arrays attempt to eliminate heterogeneity at the hardware level,
introducing it at the software level instead. Present fabrication methods for
nanoelectronics, which rely on bottom-up, self-assembly approaches, produce
such homogeneous systems of nanostructures relatively easily [3, 5, 75].

In conventional microelectronics, regular structures are employed for
special-purpose applications in the form of circuits such as FPGAs and PLAs.
A schematic diagram of a PLA is given in Fig. 6(a). Figure 6(b) shows an ex-
tended system architecture based on PLAs. This system structure is similar
to that used for FPGAs. (See Sect. 17.3.3 for a brief description of FPGAs.)

Because of the underlying homogeneity of such structures, thus far they
have been outperformed by classical microprocessor architectures at carrying
out general-purpose computation. For a given application, an FPGA may
be programmed to outperform a general-purpose microprocessor. However,
a key capability of general-purpose microprocessors is their ability to switch
rapidly between various applications. If the FPGA is configured to provide
an equal amount of so-called “context switching” capability, the FPGA im-
plementation usually lags in performance [77].

This is because the general class of functions that can be computed by a
conventional processor is quite large, and the best way to compute the whole
class of functions on an FPGA has been to program the FPGA as a conven-
tional processor. This is inefficient. However, this inefficiency is not believed
to be fundamental. It may be the case that migration to the nanoscale will
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(a) (b)

Fig. 17.6. Schematic illustrations of (a) a single PLA and (b) an extended system
architecture based on an array of PLAs. A single PLA consists of a plane of AND
gates followed by a plane of OR gates. The interconnections between these gates
are reconfigurable after fabrication. In this example, output F1 is programmed to
compute (A AND B AND (NOT D)) OR ((NOT B) AND D), based on the
configured connections shown by the black dots. More complex, hierarchical logic
can be constructed using an array of PLAs, such as is shown in part (b). Here,
outputs such as F1 and F2 can be used as inputs to other PLAs in the array

address this problem. At the nanoscale, it is conceivable to operate with many
trillions of devices per processor. With so many devices, it may be possible
to implement simultaneously all the required functions that make up a given
set of programs [122]. Similarly, the existence of programmable nanoscale in-
terconnects may improve the efficiency of array-based implementations, since
the area overhead of each switch can be reduced.

Thus, due to the large number of available devices and the inherent regu-
larity produced by several nanofabrication methods, array architectures have
become prominent in nanocomputation research. In the next section, we will
describe one such promising architecture, due to DeHon and Wilson [25].

17.5.3 The DeHon-Wilson PLA Architecture

A very thoroughly thought-out example of a nanoarray architecture that uti-
lizes nanowires in readily realizable crossbar structures is the DeHon-Wilson
PLA architecture [23–25, 37]. A high-level diagram of this architecture is
shown in Figs. 4 and 6 (b), while Fig. 7(a) provides a detailed view of the
low-level implementation. As with microelectronic PLA-based designs [26],
the large-scale architecture of this nanoprocessor combines a number of PLAs
into still larger arrays.

In general, a PLA consists of a programmable AND plane (with a num-
ber of AND gates in parallel) followed by a programmable OR plane (with
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(a) (b)

Fig. 17.7. Illustrations of (a) the DeHon-Wilson PLA Architecture and (b) an
8×8 inverting block. The eight vertical wires shown in part (b) correspond approx-
imately to the vertical wires in the left-hand side of the subarray in part (a)

a number of OR gates in parallel), as shown in Fig. 6(a). Inverters also are
available for all inputs. Since any combinational logic function can be written
as the OR of some number of AND terms, any such function can be synthe-
sized using a PLA, assuming the PLA is large enough to contain all the logic
terms [38].

In the DeHon-Wilson design, a crossbar subarray is used to provide the
logical equivalents of the AND and OR planes of the PLA, as shown in
Fig. 7(a). The system is extended by tiling crossbar subarrays, as illustrated
in Fig. 4. Figure 7(a) shows the four major subsystems of the DeHon-Wilson
PLA implementation: an array of crossed-nanowire diodes used as a program-
mable OR plane, one inverting subarray of crossed nanowire transistors, a
similar buffering subarray, plus an input/output decoder. The inverting and
buffering subarrays each are used to regenerate signals and maintain their
strengths.

In this PLA scheme, the AND planes are replaced by logically-equivalent
pairs of inverting subarrays and OR planes. Figure 7(b) shows a more detailed
circuit-level characterization of the left-hand side of the system in Fig. 7(a).
In the bottom half of the subarray shown in Fig. 7(b), all the crossed-wire
junctions are taken to contain switchable or “programmable” diodes. By pro-
grammable, we mean that the diode can be set to either a high (“on”) or low
(“off”) conductance state in the conductive direction. Where the diodes are
not shown, they are taken to be always off, so that the block depicted pro-
duces the desired function. Where the solid diodes are shown explicitly, they
are taken to be always on. The hollow diodes are turned on or off within a
simulation in order to test fan-out in the system. In addition to the transistors
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and diodes shown, the representation in a simulation can incorporate para-
sitic resistances and capacitances that have been omitted for visual clarity.

The DeHon-Wilson architecture is notable because it is designed explicitly
to tolerate shortcomings in present-day nanofabrication. Within the crossbars
of the DeHon-Wilson architecture, redundant wires are used to overcome po-
tential failures due to misalignment or physical defects. A stochastic scheme is
used to connect to and thereby address specific wires so that unique address-
ing can be nearly guaranteed without the need to pick and place individual
wires [24]. Also, the inverter and buffer arrays can function in two modes,
static and dynamic [25]. In dynamic mode, static power consumption is re-
duced [38]. This ameliorates the potential problem [69] of heat dissipation in
ultra-dense, current-based designs.

Efforts are underway to implement the DeHon-Wilson architecture. Prior
to its actual fabrication, there are parameters that remain to be tuned and
assumptions that remain to be verified. The most cost-effective method for
doing this is the use of nanoprocessor system simulation, as has been demon-
strated convincingly in the development of conventional microprocessors [123]
and as is discussed further below.

17.6 Sample Simulation of a Circuit Architecture
for a Nanowire-Based Programmable Logic Array

System simulation can produce an integrated, multi-level view of candidate
nanocomputer architectural performance. This view considers optimization
at the device level simultaneously with the problems of designing the system
at the circuit and architecture levels. At this early stage of nanocomputer
development, it is possible to provide useful insights and guidance to device
developers, as well as system architects, by simulating even small component
circuits and subsystems. In the following subsections, we describe a simulation
and analysis of the DeHon-Wilson PLA [25].

17.6.1 Methodology for the Simulation and Analysis
of Nanoprocessors

The details of our nanoelectronic system simulation methodology have been
described previously [22]. Thus, only a brief overview is presented here.

The simulation methodology consists of three parts. First, empirical I-V
behavior models are developed for the fundamental component nanodevices
and small prototype circuits that have been demonstrated experimentally.
Second, these device models are incorporated into schematic descriptions of
the nanoprocessor system, as well as extended subsystems, based on the ar-
chitectural design. Finally, system simulations are carried out using repre-
sentative inputs. The simulations have the effect of extrapolating from the
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experimentally known device behaviors and the planned circuit designs to
obtain a projection of the behavior of an entire nanoprocessor system. From
these results, the tuning of device, circuit, and architectural design parame-
ters may be investigated for its effect on the overall system performance.
Significantly, this may be done in advance of time-consuming, costly, and
difficult trial-and-error experiments.

The primary simulation software that has been used in the work described
here is the DFII integrated-circuit computer-aided design package available
from Cadence Design Systems of San Jose, California [124]. This commercial
off-the-shelf software tool was chosen for the substantial time savings and
reliability associated with the use of readily available, well-tested software.
The Cadence package also incorporates particularly useful features, such as
a graphical interface and modeling languages, that have been developed over
many years specifically for the flexible modeling of custom circuits and de-
vices. This enabled the authors to adapt the simulation tools particularly
for the novel nanoelectronic devices and circuit structures described here.
Individual device models were developed from empirical fits of experimental
data, either from published literature or provided by the developers, using
the hardware description language (HDL) Verilog-A. These empirical models
then were incorporated into the component Spectre circuit simulator, which
supports co-simulation of both novel components modeled in Verilog-A and
conventional devices modeled using SPICE.

17.6.2 Device Models for System Simulation
of the DeHon-Wilson NanoPLA

Construction of a nanoprocessor according to the DeHon-Wilson nanowire-
based PLA architecture requires four distinct nanodevices, each of which
requires a distinct I-V behavior model within the system simulation. All
four of these devices are represented, for example, in the schematic in Fig.
7(b). Three of these devices are the nonvolatile nanowire (NVNW) diode,
the microwire top-gated FET (TG-FET), and the nanowire interconnects. A
diagram of the nanowire diode is depicted in Fig. 2(a). It is made from two
crossed, bandgap-engineered nanowires. The microwire TG-FET resembles
the crossed-nanowire FET shown in Fig. 3(a), except that for the TG-FET,
the top wire is a much larger microwire. Detailed descriptions of the I-V
behavior models derived for all three of these devices are published in prior
work [22].

The fourth device and device model required for the nanoPLA is the
crossed-nanowire FET (cNWFET) [5, 34–36], which acts as the input tran-
sistor for the restoration blocks. The cNWFETs are constructed by crossing
a nanowire over another nanowire that is coated with silicon dioxide, as de-
picted in Fig. 3(a) [34]. The oxide isolates the coated nanowire and allows it
to act as the channel of a field-effect transistor, while the uncoated nanowire
serves as the gate. Figure 3(b) shows an I-V behavior model that has been
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developed for this device and incorporated into the simulations. This model
reproduces published experimental I-V characteristics [19], although some
extrapolation beyond the measured voltages was necessary.

One important observation from the I-V characteristics of the cNWFETs
is that the experimentally-observed threshold voltage (VT ) of the p-channel
FETs (PFETs) ranges into positive values. In contrast, conventional micro-
electronic circuits employ PFETs that have a negative threshold [38]. Some
circuits, including the ones we explore here, can be made to function cor-
rectly using PFETs with positive thresholds. However, such operation is dis-
advantageous. In static mode, these circuits consume a great deal of power
and usually are not capable of providing adequate signal restoration. Thus,
dynamic-mode operation would be preferable. However, for the dynamic op-
eration of the circuits we examine, the PFET VT threshold must be negative.

Recent experimental results suggest that nanowire p-channel transistors
can be fabricated with the desired negative thresholds [35] and that the value
of this threshold can be controlled [36]. Based on these experimental results,
we have extrapolated a cNWFET model with a reasonable negative value for
the PFET threshold voltage. Use of this model permits simulation of these
circuits in dynamic mode.

With the device models developed for all required devices, as described
above, system simulations were conducted in accordance with the proposed
architecture shown in Fig. 17.7. Parasitic behaviors of the nanowire arrays,
such as coupling capacitance, also were incorporated.

17.6.3 Simulations and Analyses of the NanoPLA

The simulations described here consider primarily the performance of a 64-
bit PLA. This is represented by an 8× 8 OR plane driven by eight inverting
stages, as shown in Fig. 7(b). The PLA is programmed with the pattern of
diodes depicted there and described in Sect. 5.3. The input vectors to the
PLA are given in Table 1.

The generally accepted method for determining the viability of a circuit
system is to assess its operation under the least favorable circumstances.
Thus, analysis is performed here by examining the worst-case high and low
output voltages. The signal OUT03, which is labeled in Fig. 7(b) and is the
inversion of the G0 input, is likely to produce the worst-case measurements.
This is because, given the switch configuration shown, the length of wire
traversed for this output is greatest, which results in the largest parasitic
resistance and capacitances.

Functionality of the circuit can be determined by providing a specific input
waveform and programmed function, then simulating the output waveform to
determine if the function is realized. Such a simulation is illustrated in Fig. 8,
which shows an output waveform for OUT03 when the circuit in Fig. 7(b) is
programmed to implement the inversion of G0. Also shown is the clocking
scheme (i.e., the precharge and evaluate signals) for operating the inverting
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Table 17.1. PLA Input Vectors

A0 B0 C0 D0 E0 F0 G0 H0

1 1 1 1 1 1 0 1 High Output
0 0 0 0 0 0 1 0 Low Output

block in dynamic mode. To understand this scheme, it is first necessary to
appreciate that the circuit operates in dynamic mode by storing charge on the
wires and the terminals of the devices. Thus, the precharge signals serve to
set the charge state of all these elements (e.g., to a charge state that produces
a low voltage equivalent to logic “0”). Then, the evaluate signal is used to
change the charge state appropriately on some of the wires and terminals
(e.g., those for which the correct logic value would be “1”).

The dynamic precharge-evaluate cycle first begins when the precharge
signal goes high. This has the effect of switching on the n-channel FETs at
the right of Fig. 7(b), to discharge the outputs of the inverting block to a
low voltage. After the precharge is completed, the evaluate signal transitions
to a low voltage, which turns on the evaluate PFETs at the top of Fig. 7(b)
in order to produce the desired output signal on OUT03. As can be seen in
Fig. 8, the OUT03 waveform will continue to be pulled to a high voltage until
the evaluate signal is turned back high. After the evaluate transistors turn off,
the signal begins to drop, due primarily to leakage through the transistors.

Analyses based upon simulations of this type allow the determination of
system behavior and limits. For example, by setting a priori the levels for
the minimum logic “1” voltage and maximum logic “0” voltage, a minimum
operating frequency may be calculated from the signal decay data shown in
the bottom graph of Fig. 8. Thus, these simulations can help characterize
how transistor leakage impacts the performance of the system.

Alternative simulations can examine still other effects. For example, diode
loading can affect system operation. Simulations suggest that there is a limit
to the number of diodes that may be turned on and permitted to load a
single input column of the inverting stage. For one such simulation, Fig. 17.9
shows the output-voltage dependence of the number of diodes programmed in
the “on” state along the G′

0 column (see Fig. 7(b)), which drives the OUT03

output row. The high output voltage, and thus the voltage swing, is reduced
as more diodes are programmed “on” and load the driving column. This is a
result of current being divided among multiple outputs.

From another simulation for which results are plotted in the bottom curve
of Fig. 17.9, it is seen that the low or “0” output voltage signal remains
relatively constant as the number of “on” diodes is increased. This is because
the input vector in Table 17.1 used in this simulation for the low output drives
all the row wires in Fig. 7(b) except OUT03 to logic “1.” This has the effect of
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Fig. 17.8. Waveforms describing how the circuit in Fig. 7(b) inverts input signal
G0 to produce output signal OUT03. See discussion in text

reverse-biasing all the diodes on the G′
0 column that connect to rows other

than OUT03. Thus, little current will flow through the diodes into those rows.
While these results show that the circuits can function correctly, they

also suggest a limit to the number of “on” diodes that can load the restor-
ing columns. The simulations suggest the maximum number of diodes that
can load each column is approximately five. Otherwise, it is found that the
voltages representing “1” and “0” get so close together that they cannot be
distinguished by the gates in the downstream logic stages. Thus, there is a
limit on the number of functions that may use the same input.

There are a number of ways to increase this limit. One way would be to
reduce leakage through the nanowire transistors. This requires that difficult
experiments be carried out in order to alter device performance appropriately.
Another way to increase the limit would be to increase the capacitance at each
output. However, this increased capacitance, which takes longer to discharge,
also takes longer to charge. This reduces the maximum operating speed of
the system. Still a third way would be to introduce duplicate columns, where
the input transistors are driven by the same row nanowire.

Also, the restoration-producing portions of the nanoPLA array are likely
to be particularly sensitive to variability in the nanodevices. In simulations
we have performed on the buffering subarrays, it is seen that a buffer can
fail to restore signals adequately if the control signals that would derive from
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Fig. 17.9. High and low output voltages and output voltage swing plotted against
the number of diodes programmed ON in the G′

0 column

other logic subsystems vary outside of a small acceptable range. A likely
source of control signal variation is variation in the structures of devices.

Specific results and design guidance, such as are described in the examples
above, illustrate that system simulation is an effective way to extrapolate from
device experiments to consider and improve various nanoelectronic system
design options.

17.6.4 Further Implications and Issues for System Simulations

Although the results shown above are derived from simulations of a particu-
lar nanoprocessor system, the implications are significant for a wide variety
of potential designs and architectures. Any system based on electronic cur-
rents flowing through densely-packed circuits must consider issues such as
signal integrity, power density, fan-in, fan-out, and gain. For example, we
have shown explicitly in Sect. 17.6.3 how the design of such systems must
consider fan-out, which in the DeHon-Wilson architecture is the number of
diode-connected rows a single inverting column can drive. Fan-out is an im-
portant issue to the design of any nanoscale architecture, in that greater
fan-out capability aids in reducing the number of logic levels and the area
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required when implementing complex functions. Several of the nanoscale ar-
chitectures proposed to date are based on PLAs, much as is envisioned in
the DeHon-Wilson architecture [23,25,59,66,67]. As such architectures move
toward realization, it will be up to device and circuit designers to find ways to
address issues like fan-out for the purpose of optimizing system robustness.

It is important to note that the simulations presented here represent only
the first steps toward detailed, extensive simulations of complete nanocom-
puter architectures. There are further issues that must be explored for the
DeHon-Wilson architecture and other architectures. These issues include sys-
tem impacts of crosstalk, transistor leakage, and power density. Crosstalk,
the loss of signal through coupling capacitances between neighboring wires,
can impair significantly the performance of any system consisting of closely-
packed wires. Understanding the extent of crosstalk, and devising means
for controlling it, can provide design flexibility to improve signal integrity,
while possibly reducing power density. Leakage current is another factor that
contributes to increased power consumption and to signal degradation. Pre-
liminary experimental data suggest that leakage currents can be relatively
large for many of the devices used in this architecture. This would result in
increased static power consumption and decreased output voltage-level sta-
bility. While it probably will be feasible to reduce the leakage, this will require
further careful experimentation.

Well in advance of such time-consuming experiments, system simulations
can indicate the extent to which such enhancements in devices might improve
system performance. If such improvements are significant, then it becomes
worthwhile for experimentalists to invest in enhancing designs and techniques
for fabricating nanodevices.

17.7 Conclusion

In this chapter, we have surveyed a range of possible architectural approaches
to the development of electronic nanoprocessors. Following this survey, we
have focused upon architectures that occupy an important middle ground
between conventional microelectronic architectures and a set of more radical
nanoelectronic architectures. To explore this middle ground, we have adapted
the simulation tools and techniques used by the microelectronics industry. In
so doing, we are attempting to bridge the gap between the present realm of
pure research in nanoelectronics and the application of the resultant innova-
tions in functional, manufacturable systems.

Using the detailed simulations of the subsystems embodied in one
such middle-ground nanoprocessor architecture, the DeHon-Wilson PLA,
we have examined some of the trade-offs that affect such a system based
upon molecular-scale devices. Many of these trade-offs apply to almost any
nanoprocessor architecture that might be adopted to harness molecules or
molecular-scale devices in ultra-dense electronic computing structures. Thus,
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we believe that the simulations described here could assist experimentalists to
understand better the path they must follow if they are to take steps toward
applying their structures and devices.

Work of the type described above translates the hard-won results of dif-
ficult experiments upon nanodevices and small circuits into insights that
illuminate the new frontier of nanoprocessor systems development. Thus, by
simulations such as we have described, coupled closely with device and system
experiments, it may be possible both to speed the realization and optimize the
performance of ultra-dense electronic computers integrated on the molecular
scale.
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