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Abstract

Recent performance gains in speaker verification systems sug-
gest it is now viable to employ these systems in open-set
speaker identification applications where an automated decision
is passed to a human-in-the-loop for final analysis and decision.
This paper examines the performance for when a speaker ver-
ification system expands into the identification domain. Our
results indicate that separate thresholds should be adopted for
the verification and the speaker identification phases. Further-
more, adopting a “top-k” approach where the best k matches are
passed to the analyst for final matching does not greatly improve
system detection performance and has a significant impact on
overall human workload.
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1 Introduction

The purpose of this article is to examine recognition performance and the resulting impact
on analyst workload for automated speaker identification scenarios that involve matching
an unknown speaker with known speaker models. Voice biometric testing has evolved over
time, starting with simple closed-set problems in which the recognition algorithm had to
decide which of N speakers were actually speaking. At first, speakers were fully coop-
erative in providing speech samples, e.g., by voicing strings of numbers, thereby creating
text-dependent testing. Commercial applications still use such data. However, in the last
decade or so as the performance of speaker identification systems improved, more com-
plex scenarios became possible. The research community now tests with non-cooperative
speakers (termed naive speakers) who do not limit their vocabulary or style in any way.
This is known as text-independent testing. Although the research community still uses a
verification paradigm, i.e., one in which an identify is claimed and a simple yes/no response
from the recognition system is required, detection scores are improving to the point where
these comparisons can be utilized to identify a given speaker or speakers from a group of
known speakers in a crowd. This scenario is said to be an open-set condition, where none,
some, or all of the incoming voices may be from known speakers. The analysis of such
applications is the focus of this paper. The primary goal is to illustrate in general terms the
consequences of particular detection and classification threshold settings on performance
and analyst workload for speaker identification scenarios.

Although we focus on speaker identification, the approach presented here is more broadly
applicable to other biometrics scenarios that utilize analyst assistance, e.g., for face or iris
recognition. As with speaker identification, these other biometrics are likewise faced with
similar identity recognition applications. The effectiveness of a recognition system can
be measured in various ways and in part depends on the particular objective of an analyst
who reviews or is charged with making a final determination from the output of these sys-
tems. We will focus on several standard metrics, namely, the probabilities of detection and
false accept, the probability of correct classification (i.e., recognition), as well as a metric
intended to indicate analyst workload (discussed below).

Our analysis shows that system threshold settings readily adopted and useful for single
match detection (verification) are not optimal for detection matching from among a collec-
tion of speakers (recognition). The resulting performance in the latter scenario illustrates
the importance for the single-match system to operate at an extremely low error rate. Fur-
thermore, the analysis also shows that attempts to employ a “top-k” strategy where not a
single (k = 1) but the k best matches (k > 1) are provided to an analyst for review has a
significant impact on the workload burden of the analyst while not providing significantly
improved recognition performance. Our results also suggest that alternative thresholds are
needed for the single-match and multi-match operations.

This paper is organized as follows. The next section reviews the speaker identification
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problem and provides the basic background for the analysis. Section 3 provides the simpli-
fying assumptions used in the analysis and Section 4 discusses detection performance using
these assumptions for the single-match speaker verification task. Section 5 introduces the
analysis for speaker identification for identifying a given speaker from a larger collection
of speakers and Section 6 extends this performance analysis to examine analyst workload
issues. In Section 7 we provide our conclusions.

2 Speaker Identification

Text-independent (non-cooperative) automatic speaker identification has been dominated
for thirty years by the telephone application [12, 7, 8]. For this application, the question
has been whether a given sample of telephone speech is from a known target speaker when
a model based on previous speech from the target speaker is already available. Many tech-
niques have been developed for speaker identification (SID) that utilize short-term spectral
data, prosody (i.e., pitch, energy, and rhythmic patterns), phoneme sequences, and even
word sequences. The National Institute of Standards and Technology (NIST) has histori-
cally assumed the role for unbiased competitive testing of the various speaker identifica-
tion algorithms [15]. The most successful systems in recent evaluations typically fuse at
least four subsystems (a subsystem being a component that focuses on one of the above-
mentioned characteristics) to arrive at a final yes or no decision. As in all detection prob-
lems, there is a trade-off between false accepts and missed detections. In scenarios of
interest, automated detections are passed along to an analyst who then listens to the speech
and makes a final determination as to whether the identity of the person is as claimed. The
trade-offs are commonly weighed in favor of reducing the false accepts since in many prac-
tical problems of interest, the probability of a target speaker actually appearing may be quite
low. A large number of false accepts requires an analyst to experience the time-consuming
frustration of listening to a lot of worthless data. The result is a typical dilemma: decrease
the number of false accepts and risk the possibility of a crucial missed detection or face
increasing frustration of the analysts having to manually process a large volume of speech
data from the overabundance of alerts from the automatic device. Issues regarding system
performance and analyst workload associated with how this dilemma is resolved will now
be explored.

In recent years, we began considering a different application for SID: the Doctor’s office
scenario. This is a situation in which a patient visits his Doctor, and the two people sit down
and discuss the patient’s condition. In this situation, of course, the Doctor asks the patient
his name. We record the conversation and attempt to determine whether the patient actually
is who he says he is. If the patient is lying about his identity, we then seek the true identity
of the person and ask whether this is a person we have previously encountered. Thus, we
test the incoming speech against all of the speaker models that are available (and relevant).

Our investigation considers the following scenario (see figure 1). An unknown speaker
is presented and claims an identity as one from a list of approved enrolled individuals
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Figure 1: Outline of the overall decision flow for a speaker identification process.

and for which representative models have been developed based on previous samples of
speech. For brevity’s sake, we will refer to the claimed identity as “Fred”. Based on a new
speech sample collected at the time of claimed identity, a decision is made as to whether
or not the claimed identity Fred is correct. This is accomplished by matching the speech
sample with the model of Fred. We consider this portion of the scenario as the verification
phase. However, in our discussion we will most often use the term detection to mean the
process of verifying a speaker who is claiming a particular identity. The probability of
detection Py is the probability that if the claimed identity is the correct one, then we are
able to match the new speech with the stored model. A missed detection results if the new
speech is not an adequate match for the claimed (and true) identity, resulting in a failure to
properly recognize the speaker. If the claimed identity is a false one and our decision allows
the claimed identity, then this is a false accept and the probability Py, that this occurs is
referred to as the probability of false accept. Additional details of the specific methods for
this decision process are provided in the following sections.

The situation in which our initial decision is to reject the claimed identity as being true
(regardless of whether this is accurate or not) is referred to as the classification phase.
During this phase we are concerned with either the case where the speaker is an impostor
(i.e., not Fred) and correctly recognized as not Fred or the missed detection case where
Fred actually presents himself but is not recognized. We then need to evaluate the speech
segment for matching against the other speech models from a collection of N individuals
to see if we can correctly identify the impostor.

If the impostor happens to be one of the speakers from the collection of known speakers
and we can correctly recognize his identity or if he is not one of the known speakers and
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we correctly recognize that he is not, then we refer to this as a correct classification and
the probability P, of performing this correctly is the probability of correct classification.
Otherwise, we have a mis-classification whose probability is P, = 1 — P.. One of the
considerations we will explore is the effect of using the less restrictive condition where it
is sufficient to declare a correct classification of the impostor when the speaker is one of
the top k matches, N > k > 1, and not require the correct model to be the best match (i.e.,
k=1).

3 Simplifying Assumptions

In order to keep our effort tractable, we make a number of simplifying assumptions. These
assumptions, although not reflecting exact operating conditions, remain reasonably realis-
tic for most cases. Furthermore, they are sufficient to highlight the relationship between
detection and classification characteristics and analyst effectiveness. We begin by assum-
ing we have a collection of N + 1 speakers as well as sufficient samples of speech for each
speaker to build a model M,, that represents recognizable speech patterns for speaker n;
e.g., see [4].

When presented with an unknown speaker, a test of that speaker against the model M,,
produces an output statistic x that can be used to make a recognition decision that the un-
known speaker is or is not speaker n. Generally, x will be determined from the combination
of a number of model components, or subsystems, after which a fusion process is applied
to determine the single value x, e.g., cf. [3]. We will not delve deeply into this process but
it is nonetheless worthwhile to briefly discuss this aspect of speaker identification. In most
speaker identification systems, the output statistic x is determined through a log-likelihood
ratio, namely, the log-probability that the speaker is Fred minus the log-probability that the
speaker is not Fred. An output result greater than zero means that Fred is more likely to be
the speaker than an impostor. The detection hypothesis is of course based on the model for
Fred. The alternative hypothesis that the speaker is not Fred is usually based on what is re-
ferred to as a Universal Background Model (UBM) [11]. The UBM is constructed using the
pooled speech of a large number of unknown speakers. Usually, a separate UBM (or equiv-
alent) is developed for each speech feature type (spectral, prosody, phoneme sequences,
etc.).

The statistic x for a single fixed model M,, can be considered a random variable when
tested against a (large) collection of unknown speakers. If an unknown speaker is different
from the speaker used to build the model, we say that speaker is an impostor. It is generally
true that the the output x for impostors can be modeled as a gaussian distributed random
variable. This distribution, and hence corresponding statistic, is renormalized so that x
becomes a zero-mean unit-variance gaussian:

E [x| impostor] =0 and E [x2| impostor| = 1.

It is also generally assumed that the corresponding renormalized output for when the un-
known speaker is tested against his actual (i.e., true) model is likewise gaussian, only now



OPEN-SET SPEAKER IDENTIFICATION ANALYSIS PAGE 5

Interview—Intrvw: All Trials —
Target Histogram:
500 T T

(a)
) I I - ——-ﬂ‘m-— I !
=20 -15 -10 -5 0 5 10 15 20 25
p=482 o0=393 Y= 044 k= 3.30

HIST

Impostor Histogram:

500 T T T T T
-
T 0 | | | |
-20 -15 -10 -5 0 5 10 15 20 25
u=-6.36 o= 323 Y=-010 k= 281
Normalized Target PDF:
E 0.4 T T
2] - -
© 5 e JL
g 0 I I [ e -l ! I
-20 -15 -10 -5 0 5 10 15 20 25
Normalized p= 3.46 o= 121 ¢= 0.44 k= 3.30
> Normalized Impostor PDF:
= 05 T T T
@ A
2
g 0 | | - b -l | |
-20 -15 -10 -5 0 5 10 15 20 25

Normalized p= 0.00 o= 1.00 ¢ =-0.10 k= 2.81

Figure 2: An example illustrating the renormalization of the densities for speaker identifi-
cation. Plots (a-b) are the original distributions; renormalizing the impostor distribution to
have zero mean and unit variance (d) then leads to a true model distribution (¢) with mean
u > 0 and variance 62 > 1.

with mean 1, and variance 6.:

E [x| true model] = p, and E[(x— )% true model| = c2.

We indicate the effect of renormalization on the impostor and true model distributions in
figure 2. The histogram data is from the NIST SRE-08 evaluation [16]. The data represents
more than 11,000 target trials and more than 22,000 impostor trials. The curves shown are
typical curves for speaker identification systems.

Our first major assumption is that the renormalized gaussian true model distributions are
identically distributed, i.e., that 4, = u and 6> = 6 for all n. This assumption greatly sim-
plifies many of our later calculations, e.g., equation (12), and keeps our computations more
tractable. Significant empirical evidence [9] obtained from the NIST SRE-08 evaluation
data also indicates that

o> 1

This assumption is somewhat surprising, since it would normally be expected that the vari-
ation in speaker output statistic would be more confined for an arbitrary speech sample
tested against that speaker’s own model. However, as a consequence of the overwhelming
results to the contrary we align our assumption with these empirical results. It is also the
case that u > 0.
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4 Detection Strategy

We begin with the detection problem. To reiterate, an unknown speaker is presented and
claims to be a known (i.e., modeled) person, Fred. Our first task is to determine if this is
correct. The speech sample from the speaker is analyzed and compared to the model for
Fred, resulting in a test statistic x. Thus, when the unknown speaker is not Fred, the density
function pr(x) for the statistic becomes:

1 _x2/2‘

pro(x) = Nir e

The above expression assumes that we have normalized the parameter x so that pro will
be zero mean with unit variance. There are a variety of ways to make a decision based
on x. We initially will assume maximum likelihood (ML) detection. Later we will also
consider the equal error rate (EER) as this is a common metric for speaker identification
applications. In addition we require the density function that measures the variation of
the output of Fred’s model when Fred is the actual speaker, and need to normalize these
outputs in a way that is consistent with the normalization for pro. Under our assumptions,
this density can therefore be expressed as

1

o~ (—m)?/20%
V2no?

Pr1(x) =

We need to establish a threshold whereby if the sample x is more representative of the
density pg than pr then we accept the hypothesis that the speaker is indeed Fred. For
ML detection, this threshold is established by the condition

ACCEPT Fred when pr1(x) > pro(x). (1)

This assumes of course that an impostor claiming to be Fred is equally likely to appear as
Fred himself. Later we consider the Bayesian modifications for when this is not the case
along with applying a cost for making any particular decision. For now, we accept the
speaker as Fred when and only when a sample x satisfies

L et L e
V2no? T \V2r

that is, when

L w2 o2 5

c
Taking logarithms and simplifying, we arrive at the condition

(c+2) > @)

where a2 =02—1,a >0, and
2 2
o c
i = _zlogo’+—zu?, m>0. 3)
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Note that since o > 1 the expression on the right-hand side of equation (3) will be positive.
The two-sided test in equation (2) says that the unknown speaker should be accepted as
Fred if and only if the sample statistic x satisfies this constraint. One interpretation of this
is that the test accepts Fred only by deciding that the unknown speaker is not an impostor!

More generally, the development above could include the a priori probability p; (re-
spectively po = 1 — p1) that the unknown speaker who claims to be Fred is (respectively
is not) Fred, as well as the cost functions c¢(n,n"),n,n’ = 0, 1, associated with choosing not
Fred (n = 0) or Fred (n = 1) when in fact the speaker either is not Fred (n’ = 0) or is Fred
(n' = 1). The goal is then to determine an appropriate threshold so that a cost function, e.g.,

C = po [c(0,0) Prob{choose not Fred|not Fred}
+ ¢(1,0) Prob {choose Fred|not Fred}]
+ p1 [c(0, 1) Prob{choose not Fred|Fred}
+ ¢(1,1) Prob{choose Fred|Fred}]

is minimized. For this general result we now choose Fred when the test statistic x satisfies

PF1(x) S Po c(1,0) —¢(0,0) )
pF70()C) P C(O, 1) —C(l, 1)'

If all of the cost functions for an incorrect decision are equal and those for making a cor-
rect decision are zero, then the quotient involving those terms disappear. This was the
case for our previous discussion, and along with the assumption that py = p; = 1/2 we
see that (5) reduces to our previous test. For the detection problem, it would not be un-
reasonable to assume that the cost associated with making a correct decision is zero, i.e.,
¢(0,0) = ¢(1,1) = 0. The cost of a missed detection C,,; = ¢(0, 1) is associated with in-
creased (unnecessary) workload since we would now need to check other speakers from
our collection and could require analyst intervention; the cost Cr, = ¢(1,0) is associated
with a mis-identification of an impostor, i.e., a false accept. Depending on the scenario (the
availability of human labor, the value of detecting Fred, etc.) the costs could vary widely.
In the NIST evaluations the values C,,,; = 10 and Cyr, = 1 have been used, representing a
situation where detecting Fred is quite important.

We can now write our threshold condition in terms of the a priori probabilities pg, p;
and costs Cy,4,Cr,. The condition is:

TR 2
L >
<x+ a2> > (5)
where now ) )
2 2, O PoCra
= — 1 .
n n+ o2 0g (pl Cmd) (6)

We still require 2 > 0, so that if the quotient in the log term on the right-hand side is
too small, the entire expression becomes negative and no such threshold exists that will
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minimize cost. (Technically, the cost is then minimized for a threshold equal to 0.) As
the cost for a false accept increases, this translates into making the threshold larger, i.e.,
becoming more restrictive for deciding that the unknown speaker is not an impostor.

As one final note, we point out that if in fact 02 = 1 our two-sided test reduces to a
one-sided test on the test statistic x:

choose Fred if x > u/2.

The probability of detection can now be computed. From our discussion above, this is:
Po= | pra(ads )
Ry

where Ry is the region defined by {x : |x+ u/@? > n}. The probability of a missed
detection becomes 1 — P;. Similarly, using the same threshold condition 7, the probability
of false accept is obtained using the density pro:

Pra= | prot)ds ®)

n

since this expresses the likelihood that the statistic for an impostor claiming to be Fred will
lie within the accept region.

An often-used alternative to maximum likelihood detection is the equal error rate (EER)
condition. Taking this approach is more common in speaker identification systems (e.g., cf.
[6]). For the equal error rate, the test (5) remains the same except now the threshold used
is not determined from the condition (1) or (6) but instead 1 is chosen so that the missed
detection and false accept probabilities are equal:

Pna = 1—=P; = Py,. )

We illustrate detection performance for these detection strategies with several detection
curves in figures 3 and 4. Generally, the detection statistics, probability of false accept
and probability of missed detection, will depend on the two parameters ¢ and o. Our
graphs illustrate these statistics for relatively small values of those parameters to highlight
the general trends. As expected, the error rates decrease for increasing mean and increase
for increasing variance (figure 3). This also provides some guidance as to the needed
values of those parameters if a certain performance is desired. These curves highlight the
independent functional dependence of the error rates on the mean and variance. Close
inspection not surprisingly indicates that generally the mean must be large compared to the
variance in order to achieve reasonable error rates, i.e., error rates not greater than 1 or 2
per cent.
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mean U for o2 = 1.5 while the red curves with different variances (o2) in red.

vary o for fixed mean p = 4.0.

In figure 4 we provide a plot of the equal error rates (EER) for the same values of the
parameters used in figure 3. In this case, the threshold is determined by equalizing the false
accept and missed detection probabilities. The trends suggest that the EER is more sensitive
to the mean than to the variance. They indicate relative constraints on our parameters ( and
62 in order to maintain even a 10% EER. Together, the plots in figures 3 and 4 provide a
guideline for how well a system must separate (or distinguish) the impostor speakers from
a given speaker in order to attain a particular level of system performance.

Although both the EER and maximum likelihood detection strategies can be used to set
verification thresholds, figure 5 compares the ML false accept and missed detect probabil-
ities to the EER for EER rates up to 10% as determined by fixing 62 = 1.5 and varying
the mean. As this plot indicates, for EER probabilities less than about 2 or 3 percent there
is little difference between the EER errors and the maximum likelihood errors. Of course,
this comparison will be altered for different variances and means since the mapping be-
tween o2, i and EER is not one-to-one. (For comparison, if 6> = 1.0 then the ML and
EER probabilities will be equal.) In an identification system where our known collection of
speakers is very large (N > 1) these small differences can result in significant variations in
recognition performance. One purpose of this paper is to highlight the impact these varia-
tions could have for our recognition task, regardless of which detection strategy is applied.
For simplicity we will therefore primarily use the EER criterion as a baseline and present
further results based on this condition.

Finally, we illustrate the effect of incorporating a priori probabilities as well as cost
functions for maximum likelihood detection strategies. In addition to the equal priors and
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equal costs threshold employed for most of the results of this paper (equation (3)), here
we also consider the cases when the costs are equal with the a priori probabilities set at
p1 = 0.01,p0 = 0.99 and when the cost and a priori probabilities are set with the NIST
evaluation values p; = 0.01, pp = 0.99,C,,y = 0.91,Cy, = 0.09. Detection performance for
these strategies is shown in figure 6. This plot illustrates the fact that a strategy including
cost and a priori parameters does not always lead to maximizing detections (solid lines).
The reason for this is that the relatively high prior probability for py puts a significant
emphasis on reducing the false accept rate. This reduction is shown as the dashed lines
in the figure, where the false accept probabilities for the strategies using pp = 0.99 are a
fraction of that for the case of equal priors.

5 False Identities

We now address the issue of when an impostor is correctly identified as not being Fred. Our
interest then becomes whether we can correctly recognize this speaker as a member from
a larger set of speakers. This entails computing a collection of statistics x,,n =1,...,N
using each of the N remaining models. For a fixed integer k > 1, a decision is then based
on the best k comparisons that also exceed the given threshold condition. Keep in mind that
the output statistics x,, are the result of comparisons between each speaker model and the
UBM. This approach makes the question of thresholding much simpler than if we compared
the speaker model likelihoods to each other. Instead, we perform N speaker detections in
parallel. In effect, the UBM comparison acts as a normalizing process. The result is that
the models with the k largest margins over the UBM will be presented to the analyst for the
final determination.
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Let us now recall the ML condition expressed in equation (5). This test suggests that the
decision to find the best model fit from the larger set of speakers can be accomplished by
taking the £ models for which the squared term on the left-hand side in (5) is largest (and
provided that the threshold condition (5) is met). Using the squared expression simplifies
our test somewhat and allows us to consider order statistics to examine our detection and
classification problems. Since for each model the output statistic x is a gaussian distributed
random variable, the new variable

y= (JH—%)z (10)

is essentially a (noncentral) xz distribution with one degree of freedom, e.g., [10]. The
random variable y necessarily satisfies y > 0. The threshold test from equation (5) for y
becomes:

y > n2 (11)

Now, the order statistics of a sequence of non-negative random samples {y,} is a re-
sorting of the variables in increasing order. Specifically, given samples {y, }, the k-th order
statistic y(;) 18 the k-th smallest element. In other words, if we order the samples from
smallest to largest

YOy SYR)=YE) S-SV

where the parentheses in the subscripts indicate the reordering index, then the k-th order
statistic is the k-th element y) in this list. Since the original elements y, are random
variables, the order statistics are likewise random variables. Furthermore, expressions for
the density function of these statistics are known. In a case like ours where the random
variables are independent and identically distributed, if f(y) is the density function for the
yn and F(u) = [*_ f(y)dy is its cumulative distribution function (CDF), then the density
function for the k-th order statistic Y(k) is (cf. [5]):

Po0) = =g PO = FO) ) (12)

where of course n! represents the factorial product 1-2-3---(n—1)-n.

In order to determine the associated probabilities for classification, we first look more
closely at the random variable y. In all cases, y is non-central y> with non-centrality param-
eter A that depends on the model being tested. Since x+ 1/ o? has mean / a? and variance
one when the model being tested is not that of the unknown speaker then the non-centrality
parameter is

2
Ao = % for impostor. (13)
The density function of y is then given by [10]:

1 —1/4
po(y) = ye TN (%) L (Vagy), v20 (14)
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where I_ /() is a modified Bessel function of the first kind of order —1 /2 and most easily
expressed as the power series [2]:

1_1/2()’) = <%>1/2§m (%)h (15)

and T is the standard Gamma function I'(u) = [;°t“"le™ dt. The cumulative distribution
function F for pq is calculated to be

F(y) = ie*ﬂ/z o/ 2>r%+1/2<y/2> (16)

|
r=0 r

where 7, is the (lower) incomplete gamma function

. 1 v u—1 _—t
Yu(V) ——F(u>/0 e dt.

(This is easily verified by taking the derivative of F and comparing to equations (14-15).)

The situation where we have a model match is similar but slightly modified. In order to
develop the density function for y in this case we first consider the new variable y; = y/c6? =
(x4 u/a?)/o)?. Since x now has mean u and variance 62, the variable (x + u/a?)/c
has mean o/ and variance one so that y; is again non-central y? with non-centrality
parameter

M= quz/a4 for model match. (17)

As for y previously, the density for y; is determined from the expression in equation (14)
except with y being replaced by y; and A replaced by A;. The change of variable from y;
back to y = 62y therefore results in the following density for the case of model match:

L ereapn (v
pi(y) = 762¢ bies+hn/ <W) Iy {\/My/o?), y=>0. (18)

There are now two cases to consider for computing the probability of correct classifica-
tion P.. The first, and easier, case is when the impostor is not in our larger set of speakers.
A correct classification in this case would entail the output y, for all models to fail the
threshold test:

Yn < 1‘[2, for all n.

The conditional probability P, o of correctly recognizing that the speaker is not in the set is
obtained by noting that the maximum of {y, }, which equals the N-th order statistic y(y, is
less than our threshold:

yiny < n’,
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threshold.
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Figure 8: The false accept rate for speaker
set size N = 200 for different thresh-
old strategies using equal costs and priors
(blue), equal costs and a; = 0.01 (green),
and the NIST costs and priors parameters
(red).

and given our expression (12) for the density when k = N we have

n2
Py = /O NF()V " po(y)dy
F(nHN

(19)

where F is the cumulative distribution function for pg as in (16) and pg is given by equa-
tion (14) with non-centrality parameter given in equation (13). The expression F(n?) =
1 — Py, is the probability for correctly identifying the speaker is not Fred. Of course it is
readily realized that the above integral is an alternate form for an integral in our original
variable x:

F(y) = 0(x)dx

D
/{x:<x+u/a2>2<y} F
= /Rppp(x)dx (20)

where Ry = {x : —% —/y<x< —% +4/¥}. Thus, equations (19) and (20) together give
the probability of correct classification for this case.

These results are illustrated in figure 7 for the simplest case of k = 1 for EER based
on 62 = 1.5 and varying p. The figure plots the false accept rate for the three cases of
N = 10,50, and 200 where the false accept probability is given by 1 — P, o. The false accept
rates shown here (and in figure 8) are error rates for accepting a speaker for whom we have
no speaker model, and does not include the possibility of misclassifying this speaker when
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we do have his model (i.e., misidentifying the speaker as some other than himself). As
can be seen, even at low EER the false accept rate increases rapidly for the different set
sizes. This increase in false accept rate has a significant workload impact by creating
a large increase in the number of speech samples that must be passed to the analyst for
evaluation. Even in the case when N = 50, an EER of 5% leads to more than 90% false
accepts. It it clear that the false accept rate is a function of N but not k. This is because
a false accept occurs when the threshold is exceeded for even a single test, so that the
false accept probability remains constant regardless of k. In comparison, as N increases the
likelihood of one of the output statistics exceeding the threshold test also increases. The
explicit dependence of the false accept rate on N is expressed in the relation (19).

In figure 8 we show the effect of using different threshold strategies on false accept rates
when our set size is N = 200. The threshold strategies are the same as those highlighted in
figure 6: equal costs and a priori probabilities (blue), equal costs and a priori probabilities
p1 =0.01,p9 = 0.99 (green), and the NIST a priori probabilities p; = 0.01, pp = 0.99 and
costs C,yg = 0.91, Cy, = 0.09 (red). This plot supports the argument that in the case of a
relatively small target prior p1, using the a priori probabilities in threshold setting as in (6)
helps drive down the overall false accept rate. It suggests that adopting a threshold based
on the a priori probabilities could be more beneficial for reducing analyst workload issues.
In the next section we’ll continue to explore this comparison relative to analyst workload.

Finally, note also that from the expression (19) we can determine limitations on the
system. For example, if a threshold is set to give a detection probability B = F(n?) and a
particular correct impostor recognition probability Py is desired, then the capacity in terms
of the number of speakers that we can have in our set is limited by:

< logPdeS.
— logp

Similarly, if Pyes = 0.5 and N = 1000 then we must set our threshold 1 so that 8 > P,/
0.9993. Since F = 1 — Py, this constraint would require our system to maintain a false
accept rate of 0.07%. For the best current generation systems (those satisfying u > 4, 62 <
1.5) such a false accept rate would result in a detection rate no better than about 70%
while on average half of the impostors would still be accepted for analyst review (since
Pyes = 0.5). Of course, the above doesn’t take into account the a priori probability for this

speaker to be a known speaker, which could modify these conclusions significantly.

I/N _

The second case is when the model for a speaker is known. In this case, correct classi-
fication requires that the output statistic x, for the true model /¢ satisfy both the threshold
condition y, = (x; + u/a?)? > n? as well as being one of the k largest values:

Yo 2 Y(N—k+1)-

The threshold condition is thus true only for y greater than or equal to the threshold value,
and the density for such a value y is given by equation (18) with A; given by equation (17).
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Figure 9: Probability of correctly identi-  Figure 10: A comparison of the probabili-
fying a speaker from a set of speakers as  ties for correctly detecting a speaker from
a function of EER based on 62> = 1.5 and the set of speakers for several values of N
varying i where only the single best match  and k expressed as a function of verification
is considered for analyst evaluation. EER determined by 6% = 1.5 and varying

Q.

For each such fixed value y = yy, the conditional probability that y > yy_x1) is equal to
the probability that y is greater than or equal to the (k — 1)-th largest of the N — 1 output
statistics for the models that remain after the /-th model is removed. We write this as:

Y Z V(N—k+1)

where y represents the fact that we consider only N — 1 models. The associated conditional
probability is given by:

y
Prob{§y_is1) <y [y} = /o Pn—k+1y (W) du = Fiy_j11)(y)

where F(n) is the cumulative distribution function for j(,) which is given by equation (12)
for the impostor density f(u) = po(u) and replacing N in that equation by N — 1 after
accounting for the true model variable term for y,. Explicitly, p(y_x 1) is given by

(N=1)!

it 0 = F @)

Pv—ryn)(u) =

with F the CDF of the density f(u) = po(u) as in equation (14) with A9 = u?/a*. There-
fore, the probability of correct classification in this second case is

Por = [ Prob{Sc i) <31v)mi )y

= [ R 0Ipi0) ay. @)
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Figure 11: Probability of correct classifica-  Figure 12: Correct classification for a set
tion for several values of set size N (with  size of N = 200 using different threshold
k = 1) as a function of EER with 6> = 1.5  strategies: equal costs and priors, equal
and varying u; equal a prior probabilities  costs and prior p; = 0.01, and the NIST
and costs are assumed. costs and prior parameters.

Figure 9 shows the probability of correctly detecting a speaker from our set of known
speaker models for several set sizes. As can be seen, at least for kK = 1, there is not much
difference in detection performance as N increases, particularly for EER at 2% or less.
Also, figure 10 shows that as expected detection performance is improved when adopting a
strategy for an analyst to consider a larger number of speaker samples. For both set sizes of
N = 50 (blue curves) and 200 (red curves) an improvement is seen as we increase k from
1 (solid curves) to 3 (dashed curves), indicating that the improvement would increase as
N increases. For EER rates close to 2%, the missed detection probability is reduced by as
much as 50%, a significant improvement. These plots also suggest that as N increases an
appropriate strategy for improving detection is to increase k accordingly. However, as we
shall see, this strategy has an undesirable consequence for analyst workload.

Combining equations (19) and (21) we obtain the probability of correct classification as

P. = P, Prob{not in the speaker set} + P, ; - Prob{in the speaker set}
= FPo-pot+Fei-p1,

where with a slight abuse of notation we use pg (respectively p;) to denote the a priori
probabilities that the speaker is not (respectively is) in the set of known speaker models.
When p; is small, P, will be dominated by performance for false acceptance. Figures 11
and 12 highlight this fact. In figure 11 we show the probability of correct classification
for several values of set size for known speaker models, N = 10,50, and 200, assuming
equal cost functions and a priori probabilities. The curves were of course generated using
k = 1 since a false alarm occurs if only a single statistic exceeds threshold. The perfor-
mance curves for using a strategy of k > 1 will in general improve performance since the
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Figure 14: Detection curves measuring
system detection probability versus false
recognition probability for set size N =
200, 6% = 1.5 and different us associated
with EERs equal to 1%,2%, and 6%:; per-
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ML equal costs and priors threshold strate-
gies are also indicated.

false accept rate for a speaker whose model is not in our set remains unchanged while the
probability for detection will improve as k increases (see figure 10). However, this will be
significant only when p; is not small since this improvement in detection is weighted by
this a priori probability. Figure 12 compares the correct classification probability for the
three strategies for choosing a threshold discussed earlier. As shown, an improvement in
overall classification can be achieved by altering the threshold strategy for detection. In
both figures, it should be noted the similarities with figures 7 and 8, where the graphs in the
above figures are virtual reciprocals of the graphs in the previous ones. This demonstrates
how much overall performance is driven by the false accept performance.

The examination of performance for system classification is not yet complete. For the
case when we have a model for the speaker is our set, the above describes the probability
associated with correctly detecting the speaker within our set in the sense that the true
model statistic exceeds threshold and is one of the top k. An error occurs when either no
statistic exceeds threshold or when the speaker is not one of the top k and at least one
mismatched model statistic exceeds threshold. Let us now consider the second of these, a
sort of false detect case. Making this type of error would require two conditions to hold.
First, at least one output statistic for the N — 1 non-match models must exceed threshold.
Thus

Fv-1) = n* (22)

The second condition requires that the correct model statistic y, must not be one of the top
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k values, or equivalently that at least k of the remaining N — 1 non-match models exceed
the true model statistic. This condition is written as

YN—k) > Yt (23)

Applying these conditions we find:
Prq = Prob{jy_1) > n* and §y_g) > yi}

= /n2 PrOb{y(N—k) >y | Yv-1) =y} ﬁ(N_l)(y)dy
o0 y
— /772 (/0 Prob{y, < u|Jn_x) = u}ﬁ(Nk)(u)du> Pov—1y () dy

= /T: (/()y Fg(u)ﬁ(Nk)(u)du) Pv—1)(y)dy (24)

where in all cases the tilde indicates that N — 1 non-match models are used and Fy is the
cumulative distribution function for the true model density expressed as in equation (18).
The combined errors of false accept when the speaker is not known Py, and falsely accept-
ing the incorrect model from the known set of speaker models as above is referred to here
as false recognition. The false recognition probability therefore equals

Prr = p1Prq+ poPra- (25)

We can now observe performance for recognition by examining associated detection
error tradeoff (DET) curves. We use the NIST parameter value p; = 0.01 for the false
recognition probability (25) to produce the graphs in figures 13-14. In figure 13 we show
missed detection and false recognition for the case where ¢ = 1.5 and the mean u = 4.6
set for single match Equal Error Rate performance equal to 2%. These curves show the
effect on performance when k is changed from 1 to 3 to 6. As can be noted, there is no
significant difference in performance as k varies, and in fact the curve for k = 6 effectively
overlays the one for k = 3. This observation appears to hold for other values of N although
not unexpectedly overall performance improves as N is reduced.

Figure 14 shows a comparison for N = 200,k = 1 and several means u for fixed vari-
ance 62 = 1.5. The choices for u = 3.5 (red curve), 4.6 (green curve), and 5.2 (blue curve)
correspond to EERs for single comparison detection of 6,2, and 1 per cent, respectively.
Also indicated are the performance points along these curves arising from the NIST pa-
rameter settings (p; = 0.01,p9 = 1 —p1,Cpq = 0.91,Cr, = 0.09) and ML equal cost and
equal priors thresholds. As can be seen, these single-comparison test threshold settings
are far from optimal for recognition purposes when trying to identify the correct speaker
model from a larger set of speaker models. In fact, it is clear that these thresholds can
be adjusted to greatly reduce the false recognition rate with minimal increase in missed
detections. It suggests a dual strategy of using one threshold for the initial detection case
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and then employing a different threshold for the N pairwise comparisons. Once again, the
relative difference between these curves are not significantly altered for different values of
N or k except that they move up or down.

6 Analyst Workload

We now consider the analyst workload for the recognition process when an analyst is re-
quired to judge the top-k matches from our set of speaker models. We assume the speaker
is at first correctly judged not to be the claimed identity and the goal is to then correctly
identify the correct speaker from our set of N speaker models or recognize that the speaker
is not among our available speaker models. Based on the output statistics from the various
models in the set, a strategy for the speech samples for those of the best K models which
pass a threshold test to be passed to an analyst for further scrutiny. It is possible that not all
of the top k (and in fact possibly none) will pass threshold. As shown above, the set size
N and the number k& that are to be considered both affect overall detection and false accept
performance for the SID system. In particular, even though we ‘ve noted that detection per-
formance can be improved with no degradation in false accept performance by increasing
k, we examine here the impact on analyst workload for such a strategy.

Before presenting results, we emphasize that we are not considering the ability of a
human analyst to select the correct speaker from the top k presented. Data on human
performance for speaker identification is limited, and what little data there is has used naive
listeners, not professionals. Previous studies [1, 13] have shown that human performance
was no better than machine performance provided the training and recognition samples
came from the same source (e.g., landline, GSM cellphone, etc.). When the recognition
samples came from sources different than those used in training, humans outperformed
identification systems. This is believed to occur because the high-level features people use
are more robust. Interestingly, anecdotal data [14] suggests that humans make different
kinds of mistakes than computer-based SID systems, which suggests that the fusion of the
two should be more effective than either alone.

Incorporating a model of human performance is beyond the scope of the current effort,
so this paper instead focuses on any additional effort an analyst will need to devote to make
arecognition decision based on different values of a number of variables, namely, the size N
of the set of speaker models, top k selected for scrutiny, and single-match threshold settings.
We decided to adopt (what we believe are) some reasonable assumptions regarding the
workload process for an experienced analyst. The metric we utilize to measure workload is
time spent by an analyst listening to recorded speech. Specifically, we measure workload
as the number of hours of analyst involvement in hours per 100 trials, where a trial is
defined as a single speaker being presented to the SID system for evaluation. In the simplest
case (k = 1) we assume that the analyst spends approximately 30 seconds listening to the
incoming speech and another 30 seconds listening to model speech. We surmise that if an
analyst is required to listen to a speech segment to identify or verify an identify from k > 1
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Figure 15: Workload (hours per 100 tri-  Figure 16: Workload (hours per 100 tri-
als) based on set size N = 200 for detection als) based on set size N = 50 for detection
strategies using K = 1,3,5, and 6. strategies using k = 1,3,5, and 6.

stored speech segments, then he will listen to all £k model comparisons before making a
decision.

An assumption we make in the analysis is that the analyst uses a process of elimination
in that he will listen through the entire list of k comparisons in order to first pare down the
list in a first cut, eliminating a large portion but leaving a smaller number of speech samples
with which to repeat the process. As k increases, we would expect that the analyst would
need to repeat this paring process multiple times. For this study, we have assumed that if
k=1 or 2, a single stage suffices; if k = 3,4 or 5 then a two-stage operation is needed. Our
final assumption is that the second listening stage is more difficult than the first and will
therefore require additional time. We therefore have assumed 1 minute for listening to each
speech cut for the second stage. When k > 5 we assume a total of three passes allowing for
a first cut to pare down to 3 and then a final cut comparing 2 while spending 1.5 minutes
for this third cut.

Results presented in figures 15 and 16 not surprisingly show an increase in analyst work-
load as k increases. Comparing these two figures clearly indicates that increasing the size
of the known speaker models for comparison can have a devastating effect on the analyst
workload. A similar effect is seen as k is increased. The point of these results is not so
much that the workload increases, which is expected, but how fast it increases. For exam-
ple, where one might hope that using a strategy of passing the top k > 1 speaker matches
might improve performance, it can very quickly overburden an analyst. Furthermore, since
in some applications the size of known speaker models can grow, these curves indicate that
in time the workload on the analyst will likely become untenable whenever k > 1. This is
more readily illustrated in the plot in figure 17 where workload is plotted as a function of
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k for N = 50 and 200 for several single-match EER rates of 0.5%, 1.0%, and 2.0%. (The
jump in workload for k = 6 reflects the fact that a third analyst review is introduced at that
level.) Taken together, this suggests that a methodology that can successfully segment the
original set of known speaker models into smaller groups prior to performing detection can
be very beneficial to speaker identification.

The problem, of course, is that if one di-
vides a 200-person speaker model set into two
100-person speaker model sets using some '
speaker attribute, then that attribute must be | —N = ER -2
highly accurate. Otherwise, when an unknown TNz EER=10
speaker is presented and the system segmen- TNZ20 EeR-0s
tation attribute decides the speaker is in one
group when he is actually in a different group,
then the system is guaranteed to have made
an error. The only speaker attribute known
to have such high accuracy levels is gender,
but even this attribute is not accurate 100% of
the time. An examination of figure 17 shows o L - : : . .
the benefits of perfect segmentation into four
groups of 50. For k = 6 and N = 200, at the
2% EER level it takes 6.5 hours to perform Figure 17: Workload (hours per 100 trials)

100 trials. In comparison, the equivalent sit- as @ function of k for several different set
uation for N = 50 takes about 1 hour. The Sizes and several values of EER (~2%,1%,

HOURS PER 100 TRIALS

segmentation strategy appears inevitable for and 0.5%).
the large set sizes that could be expected in

the future, but thus far this has not been a pri-

ority for the research community.

Other options guiding the use of an analyst should be mentioned for completeness. One
question is whether the analyst should always listen to all £ cuts even if only a single one
passes threshold. This reflects a certain lack of confidence in the SID system, and causes a
predictable increase in analyst workload. Finally, we could instead use the SID system to
simply rank order all N speakers and not threshold at all. The analyst then listens to k cuts
every time. This is even more labor intensive, and is totally dependent on human judgments.
If human labor is readily available or if the cost of a missed detection is enormous then
either of these could be a viable option.

7 Summary and Conclusions

This article was motivated by the scarcity of analysis in the speaker recognition literature
examining the implications of an application when a speaker is to be matched against a
larger set of speaker models. Our discussion therefore addresses a very realistic situa-
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tion: a speaker verification stage that is followed by matching against a speaker set when
the verification fails. The mathematics of speaker detection is developed for maximum-
likelihood, Bayesian risk criteria with either unequal priors or unequal costs and priors,
and single-match (verification) equal error rates under the assumption that the statistical
output of each speaker identification system is gaussian. This assumption is well justified
since it appears consistent with real data collected and tested in the NIST SRE-08. We
then showed the implications of large set sizes for current-day SID systems, particularly
the large increase in the number of false accepts as the size of the set increases. This effec-
tively renders these systems useless for real-world use. Analysts of such a system would
spend virtually all of their time listening to false alarms. Even worse, it is generally rec-
ognized that when an automated system produces a very high error rate, analysts tend to
ignore it. Our results suggest that the problem might be mitigated by using a dual thresh-
old, one for the verification phase and a different threshold for the recognition phase. In
effect, we accept a slightly higher missed detection rate in order to obtain a significantly
lower false recognition rate. Figure 13 illustrates this tradeoff for a set size of 200 and an
excellent detection error rate of 2%. For example, by changing thresholds (i.e., the point
on the curve at which to operate) the analyst can work at the 1% false recognition point but
with a cost of almost 30% missed detections. In the case that the a priori target probability
is 1% this means that the analyst will listen to almost the same number of true hits (7) as
false accepts (10) per 1000 trials.

We also considered the strategy of modifying the number of speaker cuts (represented
by k) that an analyst should listen to for making a decision in the hope of improving overall
system performance. By listening to the top-k cuts, we showed that detection rates do
improve. Figure 10 showed that at the 2% verification EER point, raising k£ from 1 to 3
caused detection to go up to 96% from 92% thereby halving the missed detection rate.
However, increasing k does not greatly reduce the overall error rate, which is dominated
by false accepts when the a priori target probability is small (< 1%). Furthermore, an
even more significant problem with raising k is that based on our assumptions the overall
analyst workload increases rapidly. This workload increase therefore renders this strategy
as a niche technique: useful only in the rarest of situations such as when labor is readily
available or the cost of a missed detection is extremely high.

Finally, we pointed out a possible approach for mitigating the performance degrada-
tion associated with large known speaker model set sizes, namely, segmenting the set in
accordance with measurable speech characteristics to avoid being overwhelmed by false
recognition issues. Several characteristics associated with speech patterns have been con-
sidered for this purpose (e.g., vocal tract length, dialect), but none except gender has yet
proven accurate enough to make segmentation a practical option. This approach is neces-
sary only because today the fundamental single-match verification technology can achieve
at best an equal error rate of about 2% in formal evaluations. Thus both issues, namely, ac-
curate segmentation and improving the core single-match verification technology, should
be focus areas for SID development. For segmentation, a better understanding of the speech
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characteristics that are most beneficial and reliable is needed.

With respect to core SID research using the same detection process (i.e., using the UBM)
improvements are manifested by increasing the target distribution mean g and decreasing
the associated target distribution variance o. A better understanding of what most influ-
ences these parameters should provide valuable insights for researchers. For example, the
issue of why o is greater than one is not yet well understood and needs to be investigated.
As the core technology improves, greater speaker model set sizes can be supported without
the use of segmentation. This of course will make feasible the practical use of even larger
set sizes (again with additional segmentation). Inevitably, improvement in segmentation
capabilities leads to the philosophical question of whether, when, or if the speech charac-
teristics measurements used in segmentation should be integrated as part of the core SID
technology.

Until some of the issues for improving SID capabilities are better addressed, the decision
as to which strategy an analyst should adopt will remain difficult. As noted in this paper,
analyst workload issues are significant. This study highlighted the key dimensions of this
problem and the cost-benefit tradeoffs for some possible solutions.
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