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Ongoing research is currently focused on the neea timprove the strategic traffic flow
management decision making processes. The reseagffort in this paper is part of a greater
research initiative aimed at developing quantitatie analysis and design capabilities for flow
contingency management. In our prior study, a flowbased queuing network model for air
traffic management was proposed and various traffiananagement initiatives were modeled
and tested with a realistic traffic and weather sceario. Under a flow-based environment,
when there are multiple initiatives proposed thatmpact more than one departure flow, their
interactions become convoluted. Therefore, this pagy presents an enhancement to the model
for departure controls in order to properly account for operational realities and provide
better inputs for the queuing simulation. The goalis to approximate today’s execution of
departure delay programs in a flow-based model andocuses on correctly capturing the
interaction effects when multiple initiatives are pesent. A mathematical model is formulated
to determine time-varying departure rates for individual departure flows. Numerical
experiments are conducted on a test network and aation-wide case. When the multiple
initiatives are solved in a coordinated fashion, tre exists a tradeoff relationship between
system-wide delay savings and balancing delays assomultiple flows. The performance of
the proposed model in addressing such a tradeoff lationship as well as operational realities
is discussed and compared with a native apportiongalgorithm.

I. Introduction

STRATEGIC traffic flow management (TFM) addressesdictions of significant capacity/demand imbalances
two or more hours in the future. To address thelaed strategic TFM for the Next Generation Air Agportation
System (NextGen), decision support tools are needeguantify the predictions and the outcomes toisien
makers. A component of the envisioned systemasvRLontingency Management (FCM), which aims to djfian
the impact of predicted large-scale congestioneaiafly resulting from weather or other off-nomiralents, and
enable mitigation strategies to be evaluated gddmplementation. In Ref. 2 and 3, a concept pérations for
FCM was proposed that integrates probabilistic tneraimpact forecasts with a National Airspace Sys{&lAS)
gueuing network model to aid decision makers in degelopment of contingency plans for multiple mbied
outcomes. The resulting contingency plans prowderdinated strategic control actions, includingafiic
Management Initiatives (TMIs) that can mitigate thedicted weather-impact. Figure 1 depicts theaated
framework for the proposed FCM concept.

In Figure 1, a critical component in the framewirkhe feedback loop for developing and evaluatioigtingency
plans. This process requires that decision matemutomation specify a set of control actions awxdluate the
impact of the proposed plan. Given that strategintrols must be enacted hours in advance, whilaifgignt
weather and traffic uncertainty exist, it is essdrthat FCM captures the impact of these acticcmugately. As
such, a dynamic queuing network model for trafficwdation is constructed in Ref. 4 to simulate aggted
demand predictions and evaluate the impact of b@hveather-impacted constraints and the contrgfgsed on
the system in the proposed contingency plan.
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In the queuing simulation, Traffic Management hbtitres (TMIs) that comprise a large set of thetsgia
controls enacted today and envisioned in the Next&wironment can be modeled as rate constraiatsrtiuence
demand propagation through a route-based netwddks,Tsuch as a Ground Delay Program and an Airspéms
Program, need to be translated into specific dapamates imposed at the origin airport to mitigd¢evnstream
congestion resulting in the accumulation of grodethy as opposed to air delay. In order to acclyratealuate the
impact of the proposed TMIs and their effectivenassnitigating downstream congestion, it is essgrtiat the
departure rates be computed correctly.

This paper proposes a mathematical model thattafédg translates the execution of departure dgleygrams
into a flow-based context and addresses the situatihere multiple flow programs are planned eithera
sequential or coordinated fashion. The proposedeinstall be able to observe operational realitiesurrent
practice and determine the appropriate time-vardi@garture rates for individual departure flowstHa rest of the
paper, we begin by discussing how each of the warmontrols can be captured within the FCM framdwiar
Section Il, as these controls are flight specifttew used in an operational context. In Sectionw# will review
the queuing network model in Ref 4 and discussitii@ementation issues and proposed strategies dfinidg
these rates. In Section 1V, a mathematical modibsiformally introduced, and its properties vii#t discussed and
illustrated via a numerical example in Sections Ml &/l. Conclusions and suggestions for future stadg
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Figure 1. Flow Diagram of the FCM Framework

II. Background

In the current strategic planning process, NAS afti@ns are periodically assessed, and potentiahtevilat
create demand-capacity imbalances are addressedgthithe implementation of congestion-mitigatingntcol
actions. Two commonly utilized control actions,0Gnd Delay Programs (GDPs) and Airspace Flow Progra
(AFPs), are taken a few hours ahead of the pratimtent and impose delays on the ground beforktfligepart.

A GDP is a traffic management procedure that deddrgsaft at their departure airport so as to nesahe future
congestion at the arrival airport. The delay assigto an aircraft at the departure airport is deieed by the
allowable arrival rate at the destination airpdriaafuture time. Flights scheduled to arrive at BRGairport are
managed through the assignment of estimated deparearance times (EDCTS) based on their arrivadg using
a slot allocation rule called Ration-By-Schedul8@}. A flight may be exempt from a GDP if its detpae airport
is outside of the GDP scope, which may be definedistance or other criteria. An Airspace Flow Reog (AFP)
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is similar to a GDP, but only applies to flows istecting a flow constrained area (FCA). A flighesjgic EDCT for
an AFP is assigned based upon the estimated ttansito the AFP constrained area. All the fligtitat will pass
through a FCA are subject to an AFP, and thus reamex flights are considered with an AFP. When ghfliis
subject to both an AFP and a GDP, under currerttipeaa prioritization rule may be used to detesriits EDCT,
which will be summarized in Section II.A.

When a program (GDP or AFP) is initiated, decisioakers need to specify several program parameétershe
program location, start time, duration, and thepscthat defines which flights are included in thegpam (only for
GDP). Since such a program needs to be planneds hourdvance before the predicted depart time,irttial
decision on the program’s parameters may be revisdde program itself may be revoked as the weaihéraffic
predictions evolve. In addition, as there mightrbltiple programs planned sequentially throughtt day, the
implementation of a later program could interacthwor build upon previous ones. Capturing the ojamal
realities associated with program implementatiohictv will be reviewed in Section II.A, is essentinlthe NAS
strategic planning process and should be addrésskd model development of the FCM.

We will review the existing studies and current gice of TMI modeling and implementations and their
implication to the FCM modeling framework.

A. TMI Modeling and Implementation in a Flight-Based Model

Various aspects of designing TMIs (mainly GDPs)ehaeen studied in recent literature. To examingnam
planning, Cook and Wodamployed a Monte-Carlo simulation approach thaegates weather clearing times and
scope in order to evaluate the impact on traffithg GDP terminates before the weather clears. khjgé et af.
considered the uncertainty in airport capacity dasts and proposed a framework that sequentialgrmees
GDPs with updated weather information and thengassarrival slots to individual flights. In order improve the
slot assignment mechanism, Ball ef &lave shown that a distance-based slot rationindpadeutilizes capacity
more efficiently under uncertain weather. For dirmaiting multiple TMIs, Churchill et &lproposed a deterministic
integer programming model that solves the slotgassent for individual flights under multiple TMland a Monte-
Carlo experiment on capacity parameters was coaduitt Churchill et af. in order to assess the impact of
stochastic capacity variation.

Recently, researchers have focused on the mutahlsixity assumed between multiple TMIs. Barnhartaé!
discussed the potential inefficiency in currentatice resulting from the assignment of conflictiEBQCTs when
multiple TMIs are present and proposed a mathealatiodel that balances the defined fairness ardieity
metrics while assigning departure slots to indiaidflights. In this paper, we will utilize the tarcontrolling
elemento specify the TMI that is predominant in deteriminthe departure rate when multiple TMIs are ecpl

According to Ref. 10 and discussions with Subjeett®t Experts (SMES), if a flight already has ant&Dfrom
an earlier GDP, no EDCT will be issued for an ABRd that flight will still appear as known demandhe AFP,
even though it is controlled by a GDP. In practizdlight that is subject to both an AFP and a Gibie GDP will
be the controlling element as delivery rates fopaits are more precisely defined by the Airporcéuatance Rate
(AAR) than the less-well-understood rates assodiaith constrained airspace regions.

Hence, depending on which TMI was implemented @orceled) first, the EDCTs may be managed diffeyentl
We have summarized the following possibilities:

e If the GDP is implemented first, the AFP will nohange the flight's GDP-assigned EDCT and the

controlling element will remain the GDP.

« If the AFP is implemented first, the GDP will attptrto use the AFP-assigned EDCT and will only add
additional delay if it cannot make this flight finto the GDP program rate within system-defined
parameters. If a new EDCT is assigned, the cdimtgoélement for this flight will change to the G2Rd the
flight will participate in all GDP revisions andrsedule adjustment processes. Attempts to maittei\FP-
assigned EDCT promote consistency for the flighdrajor.

e If the GDP is canceled and the AFP remains in pldee EDCT will remain unchanged, but the contngjli
element will change from the GDP to the AFP and fight will participate in all AFP revisions,
compressions, etc.

Moreover, since the scope of a GDP defines whethélight is under EDCT control, operational treatrne
between exempt and non-exempt flights needs tddtegluished. In practice, all flights destinedat@DP airport,
whether originating from an exempt or a non-exeaigtort, are assigned controlled times of arrv@l'A) and
EDCTs. The reason is to attempt to increase tharacy of the GDP delivery rate and to allow fligigierators to
substitute their flights from any airport with tla@y other of their flights. For an exempt flights CTA and an
EDCT are assigned equal to its ETA and its schedwleeels-off time.
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B. Modeling TMIs in a Flow-Based Model

The above operational rules must be captured iF@ queuing simulation in order to increase theuaacy of
the NAS performance estimates and better assisfig¢bision making process. As a strategic planniad, tFCM
models demand and traffic propagation in a flowedasnvironment. As such, it is necessary that ltgbtfbased
TMIs be translated into flow-based controls in aridebe captured in the FCM queuing model, desdrihaletail in
Section .

For GDPs, the proposed approach requires thatideaisakers specify program parameters, i.e. GDpo#ir
program rate, start time, duration, and the scdpien the specified parameters, the controllecadepe rates at
each airport are determined by a model that prg@abortions the available GDP rate by demand. d kestrolled
departure rates are provided as inputs to the FG&uigg model in order to simulate the impact of @&P on
temporal and spatial traffic distributions alongttwthe impact of other en route constraints (e.ge-in-trail
restrictions, sector congestion, etc.). After timusation, decision makers would have the oppotjutu analyze the
arrival rate (where actual transits and en-routayseare included) to determine if an adjustmenthenGDP rate is
desirable.

For AFPs, the decision maker will determine the AFRe, flow constrained area (FCA), times, and
directionality. Essentially, the departure ratesach airport to the flow-constrained regions widug determined in
a similar manner as specified for the GDP.

In the following sections, the FCM queuing modell Wi reviewed, and the challenges of modeling rewed-
world operations will be further discussed. A matla¢ical model will then be proposed to determireedbntrolled
departure rates while addressing the interactiomsng multiple TMis.

lll. A Flow-Based Air Traffic Management Model

To motivate the enhanced TMI modeling capabilitpgarsed in this paper, the network structure andiigge
model utilized in FCM are briefly introduced ingtsection. More details can be found in Ref. 4 Hhd

A. FCM Network Structure

The FCM framework employs the concept of heterogasenetwork resolutidh Specifically, nodes in the
FCM network represent NAS resources, albeit atediffit levels of aggregation, where the selectiorthef
appropriate level of aggregation is determinedhgyrhodeling fidelity necessary to capture the adrctions.

Within the area of control, the origin and destimatnodes are defined to represent individual atgpavhere the
flow enters and leaves the network, respectivelye ®rigin and destination nodes are connected bgrias of
sector boundary nodes that represent directiomaisangs (i.e. between a pair of sectors two nodeslefined, one
for each direction of crossing flow). The arcs mecting the nodes are origin-destination (O-D) #jpeand are
derived from an analysis of historic sector crogsjnor more specifically historic sector triplesequence of
upstream, current, and downstream sectors), aralied in Figure 2. Using sector triplet datayvoek size can be
reasonably limited by only representing realistioM patterns across sectors, and the transit thmeugh a sector
can be captured more accurately.

Historic Flight Transit Data FCM Network Representation

Sector 3 Sector 3

Sector 2
Sector 2 Sector 6 Sector 6
Sector 6

Sector 1

Sector 4 Sector 5§

Sector 4 Sector 5

Figure 2. Network Representation of a Sector: Eachode is associated with two sectors, representiiag
boundary crossing. Each arc is associated with ader triplet (previous-current-next).
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Outside of the area of control, the network moéderesents NAS resources as aggregated clustendieitiual
resources, and the origin and destination nodesesept multiple airports clustered together usimgristic
clustering criteri&. The origin and destination nodes are connectea $gries of Air Route Traffic Control Center
(ARTCC) boundary nodes and ARTCC triplets. Thepeisged demand between the O-D pair correspondseto
total demand between the airports represented é@ncthisters. As the multiple aggregation levels siraply
represented as nodes and arcs within the netwarkinggrated modeling framework is developed tlsat i
computationally tractable yet provides the detatessary to simulate and evaluate the desiredifipact.

Given that FCM is a strategic planning tool, a tejuin the FCM network would describe how an aggteg
demand proceeds from an origin to a destinatioa more aggregate sense, as opposed to definingc#ispet
route, filed flight plan, or trajectory for an aiadt.

B. A Queuing Network Model for Air Traffic Management
Let us define a networ& = (N, A), whereN is the node set amilis the arc set. Without loss of generality, it is
assumed that there is a super source ndhat feeds the traffic into the system and a sspés nodee where the
traffic terminates. For each O-D pair, a set ofdidate routeR,; are identified. A route here is defined by an
origin node, a sequence of intermediate nodes,aaddstination node. The rest of the notations efdbeuing
model are defined as follows:

fYi = Inflow to node from nodej at timet on router € R,q
gvi; = Outflow from node to nodej at timet on router € R4
Nfij = Service rate provided (allocated) on the arenfmodei toj at timet for the flow with origino and

destinationd on router € R,4. In addition,N/; = Y. reRyg,0€0,dED Ny;; is a shorthand notation of the
service rate provided on the arc from nod¢ie nodg at timet

pt, = Proportion of demand of a particular O-D paisigned to route at timet, carried by the arc between
the super sourceand an origiro
bfij = Backlog at nodgfrom node at timet for the flow on route- € R4

The queuing effect is modeled by dynamic stochastivice rates provided at each node. This fornwat
differentiates the service rate and backlogs ah eprue by Origin-Destination-Route (O-D-R) trigleUnder a
discrete-time approximation, the fundamental quguphenomena are governed by the following functiona

relations:
gty =fo ™ forallr € Ryy,0 € 0,d €Dt €T 3.1)
git = min{bf; + £ M forallr € Ryq , i,j,1 in succession on (3.2)
bt = max{0,b};; + it — M{#'} forallr € Ryq , i, j in succession on (3.3)
fito = Pk, X Demand(o,d, t) forallr € R,g,0 €0 (3.4)

Eq. (3.1) is the flow conservation constraint whithtes that the flow entering afig) arrives atj after a
nominal travel time. In particular,.,, = 0 is always true, and thy¥, = g&,,. Eq. (3.2) states the outflow from
after being served at the queuq’,o;i/hererﬁ is Poisson-distributed with a given service m,fg and could follow
any type of distribution for stochastic queues. B93) describes the backlog formation.a8oth Eq. (3.2) and (3.3)
describe the discrete-time approximation of a cwwus stochastic queue. The service rate could ldso
deterministic, depending on the modeling needsdoious TMI controls (as modeled in Ref. 4).

This discretization is tractable and operates Hewis: For each queue at every unit time interttaé updated
backlog is determined by the existing backlog ¢u.ember of aircraft waiting in the queue), the omfl (number of
aircraft approaching a boundary intersection poird unit time interval), and the service rate [ed (maximum
number of aircraft that can be served in a unig}inif the sum of the existing backlog and inflaMarger than the
service rate, the outflow will equal the servicéeraand the updated backlog will be the differerateerwise, the
existing backlog and inflow will pass to the dowesim, and the updated backlog is zero.

Eqg. (3.4) describes the demand of an O-D pair bglitoute at an origin node. Each route has a ptioporate,
which can be either specified by manual input dedrined through optimization. The demand genendtimction
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itself should address the uncertainty at a stratégieframe, and it can be estimated from histdata or modeled
as a stochastic process, e.g. Poisson process.

C. Challenges for Modeling TMIs and Their Interactions

For the purpose of FCM, the queuing model must alswlate the implementation of congestion mitigadi
plans. A set of TMIs, such as ground delays, semtdlow controlled area rate restrictions, refogt or other
necessary initiatives, may be proposed in a coimgyeshitigation plan to alleviate the congestion doean
imbalance between predicted capacity and predidémdand. The design of management actions or TMjsines
controlling the passage rate at either origin ataeboundary nodes, depending on TMI types. Thefsaitigation
controls proposed to manage the flow will resultlimnges to flow propagation.

Our prior study has demonstrated how individual $Miould be implemented in the FCM queuing model. In
Ref 4, the overall rate of a departure-controlledd|Ti.e. GDP or AFP, is allocated to affected flowm an
apportioning mechanism prior to running the queusngulation. This approach ensures the main rolehef
gueuing simulation as an evaluation tool for t@ffiropagation under uncertainty. As such, the mhoce to
determine a controlled rate to individual flowscisicial to accurately simulate TMI's impact and sldorepresent
operational reality as much as possible.

A rate apportioning algorithm for GDP or AFP thdiserves the first-scheduled-first-serve principlaiflow-
based sense is described as follows:

(FSFS Apportioning Algorithm)

» Step 0 — (Initialize) Define the program locatipnogram start and end times, target program rate, a
scope. Identify exempt and non-exempt flows (ortee)y their initial demands, and their estimated
transit times to the constrained resource. Set timprogram start time.

e Step 1 - Attime t, do the following:

o Determine the departure rates of the exempt flowsaltocating the target program rate
proportionally to the current demand plus any backlog remainiomfthe previous time step,,
where the time of departure = (t — the estimatedsit time to the constrained resource).

o If the target rate is not met, apply the same m®der the non-exempt flows by using the
available rate.

o Evaluate backlogs incurred at time t for all flows.

» Step 2 —Ift = program end time, then stop; otleswsett =t +1 and go to Step 1.

This apportioning algorithm, however, is designedd single constrained resource only, and thezedoes not
account for the situation when there are multigenfcontrol programs that affect the same deparfiow.
Although it can be applied sequentially to multiplegrams, there may be cases where a later progaanexcess
capacity to accommodate a flow that is subjectntealier one. As such, the sequential applicatiay result in an
inefficient allocation of resources, and thus umssary backlogs.

In addition, from the literature and discussionthwBMEs, it is understood that when both a GDP amd\FP
are enacted at different timeframes for the sanpardere airport, their interactions become conwautespecially
when represented in a flow-based model. Specijicéitiere are cases where the interaction betweeRsGihd
AFPs could affect the rate apportionment procedure:

1. GDP before AFP

If a GDP begins controlling departures at an origade prior to the AFP departure rate constraive, GDP
constraint is the controlling element and the AR be effectively ignored in the FCM simulation.s such, the
model will treat this situation as if only a GDRea&onstraint was placed.

2. AFP before GDP

If an AFP departure rate constraint is in placemptd the GDP departure constraint, the goal im&ntain the
AFP departure rate, if feasible. However, if thaitt possible, the flow will be subject to the GDPAs such, we
propose the following process for capturing theriattion of AFPs and GDPs.

« If the GDP rate is greater than the AFP raté&er the case when an O-D pair is subjected to toitrols, but
the GDP control rate is greater than the AFP naefirst process the AFP flow up until the AFP rhmait,
and include additional demand as AFP-generatedldiickl he remaining GDP rate (i.e. the GDP rateusin
the AFP rate) will be used to process non-AFP flawd excess flow will be included as GDP-generated
backlog.

* If the GDP rate is less than the AFP ratéer the case when an O-D pair is subjected to a G@®ol rate
that is less than the AFP rate, we process the dddtined demand first, up until the GDP rate. diditional
AFP-destined demand exists it is included as baclih the non-AFP-destined demand as GDP-generated
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backlog. Thus, essentially, AFP-destined demangdrigessed in each time bin as requested, up to the
allowable departure rate for that origin node (itee GDP rate), but if the GDP rate modifies thpatture

time (i.e. limits the flow greater than the AFPejatthe flow is processed as delayed departure mraad
operates solely under the GDP rate control.

» GDP ends, AFP remains in placeOnce a GDP ends, we effectively revert to an AFR-eituation. |If

the AFP was put in place after the GDP, we neduketgin controlling via an AFP (as we only controliéd a
GDP prior to this event). If however, the AFP vwag in place prior to the GDP, we need to includePA
destined demand that is in excess of the AFP irateih the AFP-generated backlog.

Thus, to sufficiently capture real-world TMI impactvithin FCM, a rate apportionment model is neethed
captures the interactions between GDPs and AFRepipgtely.

IV. Modeling Departure Rate Controls

A. Problem Definition

As this paper aims to approximate the executioBDP and AFP in the FCM context, the model propasedt
address the operational realities when multiplevflorograms are enacted, either in a sequentialoordinated
fashion. In a flow-based modeling environment sashFCM, a departure flow may be subject to more thae
traffic management initiative at different timefras The goal here is to convert overall programsrfitom various
TMIs in a coordinated fashion into controlled rafes individual departure flows while mimicking oional
realities to the extent possible. For the remaimddhis paper, the term “TMI” refers to a GDP or AFP, and the
term “flow” represents a route defined in the FCBtwork that carries known, time-varying demand &oi#d from
a schedule or a demand forecast model). The depawte of a flow is limited by a cap value thadetermined
after considering the effect of all the TMIs acrtiss multiple departure flows.

To solve this rate control problem in a flow-bageddel, a time-state network representation is pgegoEach
“state” represents a controlling TMI, and the seupaeof “state” is set in the ascending order oftiime a TMI is in
effect at the departure airport. Figure 3 illugigathe network for a single departure flow, wheaghenode
represents a time-state incidence, and the hodkamd vertical links are directional and repredéet transition
between consecutive times and consecutive statgsectively.

Figure 3. Time-State Network for Modeling DepartureRate Controls

With this network representation, departure den@adbe seen as a flow commodity. Specifically aahetime
period, the demand of the flow, enters the network via the first controlling Thtd travels along the network so
that the first-scheduled-first-served policy is mained. The backlog variabbeassociated with a horizontal link is
the amount of demand passing from one period tonthé and is considered delay accumulation caused b
controlling TMI. The outflow variablg associated with a vertical link is the amount efrdnd passing from one

©2012The MITRE CorporatiorALL RIGHTS RESERVEL. 7



TMI to the next at the same period and is consiti¢ie transfer of the controlling role between TMIke amount
of demand exiting the last TMI would be the con&dlflow rate to be set at that time period for B@&M queuing
simulation. This representation would allow us ¢satibe how demand is either delayed by a TMIamdferred to
another one with the controlling role and to traekklogs and outflows varying across the planniorggzon.

There are several inherited limitations from thenoek representation to be mentioned:

1.

2.

3.

This network problem considers only the TMI impaat departure rates prior to simulation, so it does
take into account weather uncertainty or any emrgutrail controls.

The demand of departure flows is treated as irfuy. reroute, schedule uncertainty, or cancellagbauld
be evaluated before generating the demand inpthif®model.

The transit time to a TMI is estimated under nomi@nditions, and therefore does not capture eterou
congestion or delay. For planning purposes in trategic timeframe, the best estimate of transietifor
example, historically flown time adjusted for thénd forecast, is sufficient. The actual transitdimmay
vary in the FCM simulation since weather impact aadtor congestion are also simulated.

When a flow is no longer subject to any TMI, thedmbassumes that all the accumulated backlogstwwiil
into outflows in the next time period, and that @M queuing simulation should comply with the aler
departure capacity at an airport and impose backtogeeded. In practice, decision makers would fyodi
the program duration if significant demand is pceeti near the end of a TMI.

B. Linear Programming Formulation

We formulate a linear programming (LP) model toveokhis time-state network problem while jointly
considering multiple rate restrictions and exemptiurred by TMIs. Without loss of generalityjstassumed that
a TMI, either GDP or AFP, may have exempt and nam®t flows, and all the flows that are involvedainy of
the TMIs must be included in the formulation.

Notations:

Set of time periodf1, ..., T}.

Set of departure flows that are involved in anyhef TMIs:{1, ..., [}.
Set of TMIs{1, ..., J}.

J;: Set of TMIs that controls flow whereJ; < {1, ..., J}.

F;: Set of flows that is subject to TNIwhereF; < {1, ..., 1}.

E;: Set of flows that is subject to TNlbut is exempt from rate control, wheigc F;.

d!: Deterministic demand (given) of floiat timet.

b,f’j : Decision variable that represents backlog of flaattributed to contrgl at timet.

gi’j: Decision variable that represents outflow of flofwom controlling TMIj to the next at time.

Mtj: The overall program rate at tinnat the location that TMltakes place. This is specified by decision
makers or via weather impact forecast.

m{: Decision variable that represents capacity ingsefiicy of controlj at timet.

: Control start time at the location of T§I

<

: Control end time at the location of THI

|
!

o~

—

;- Constant flight time from flow to the geographical location that TMiakes place.

=S, —1t;;: Local control start time of TMjlon flowi.

—

/]
é;; = E; —t;;: Local control end time of TMjlon flowi.
cti'j : cost coefficient for backlogs.

p: cost coefficient for capacity insufficiency.

€ : cost coefficient for proportional equity.

Minimize:

1 J T J T .
Objective Function 1 = E E E ¢’ b’ + E E pm| (4.1)
i=14j=14=t=1 j=1b=t=1
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Subject to:
i+ b2, = g + bl

b, + g0t = g + b

D gl t 2ol wmlasml e

i€F/\E; i€E;

ij
gt 'bt 'mt =0

Jforje{1}, ie{,..,1}, te{l,.., T}, and

il — (4.2a)
0
Jforjef{2,...]}, ie{l, .., 1}, te{l,.., T},
and by =0, g° =0 (4.2b)
Sorje{l, .. Jhtels .. E } 4.3)
(4.4)

The first term in the objective function (4.1) etweighted sum of the backlog variables. Sinceaheirand

TMI rates are deterministic, the backlogs only esent ground delay. The cost coefficiel'i'ﬁ may be defined to
prioritize delays by flow, TMIs or time periods.i$tset as follows:

j_ {f(t,j), for i € F;\

E,t€{5;..&;}andj€{l,..,J} (4.5)
, otherwise.

For flow i subject to and not exempt from TNlland for the time periods inside the local contioie, i.e.

§;<t< ¢,

2; ;, the backlog cost coefficient could be definedalfynction of time and TMI sequengét, j). For the

time periods outside of the local control time @r é&xempt flow and the flows not subject to a Tk backlog cost
coefficient is set to a sufficiently large constan f(t,j) = 0 so that backlog will be much less favorably

accumulated.

The second term in the objective function penalittes situation when capacity is insufficient to tienthe
demand of exempt flows of a TMI. The cost coeffitig is chosen by the rulg(t, j) < p « § so as to distinguish
from the backlog cost and to show the favoritisnoagitwo cost items. The discussion of Constraipét{4.3) will

provide more details.

Constraints (4.2a) and (4.2b) describe flow coreéma on this time-state network. Demand entersdtevork
and is processed by the first TMI and then the sgbant ones. Each node in Figure 3 representscateirce of a
TMI and a time period. At each node, the total untb flow should equal the total outbound flow. Tihigound flow
consists of the backlog from the last period of¢dherent TMI and the outflow from the previous Tkér demand if
there is no previous TMI) while the outbound floansists of the backlog and the outflow of the aurperiod. The
optimization will determine the distribution of Bdeg and outflow based on the capacity limitatigreafied by

constraint (4.3).

Constraint (4.3) is augmented from the mequ@;yF g

< Mj which sets a limit on the total outflow

across all OD pairs that are subject to the TMI axgected to arrive at in a fixed time period.sTis the main

coupling constraint that relates the networks bfred impacted flows under a TMI. The program ﬂuﬂels seen as
the capacity to be allocated by all the outflowiakles. Ideally, when the sum of total outflowsoiger capacity,
backlog accumulates, and the inequality before aumation would be feasible at all times; howevkeré exists
situations where the exempt outflows of a GDP easdbe program rate for some time periods if thegmm rate
and scope are not properly chosen. To ensure ltitheaexempt flows always receive priority and éaw backlog
accumulation, i.eb,” = 0 for i € E; and that the inequality still holds for such aiafton, an auxiliary variable
is employed to capture capacny |nsuff|C|ency (#recessive outflows over the capacity) and to peeathe
objective function at the unit cost pfif m] > 0. The capacity insufficiency from the last pernm;‘i_1 is carried
over and participates in allocating capacity atenirtime.
To prove that at optimality, the capacity insufficty variablen! would be positive only if the sum of exempt

outflows exceeds the current program rate, letsssrae that the optimal objective function valué’ignd that at a

particular timef of TMI j, the optimal solution says thmg* >0, andZieFj\Ej g?f_ +ZIEEJ ll_ +mg_1* =
~ti b
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Mg + m{ Note that the constraint must be binding at oaliitmwhenm{* > 0, or otherwise the objective function

value can always be reduced by decreaﬂi;ﬁgmtil the equality does not hold. Assungj g;‘jf ’ +m§_1* <
-E

Mt’ that is, the sum of exempt outflows plus capaicisyfficiency from the last period is less thaa turrent rate.

Thus, the sum of non-exempt outflows can be redthx;edg*units, and governed by constraint (4.2) the reduced
amount would become backlog. Without loss of gditgrassume that such backlog does not dissipatitthe end

of the TMI. The new objective function value @& = C* — p—ZiEFj\Eiji_'jE ; f(t,j))<cC*, and since
=i-fy

f(t,j) < p as mentioned earlier, this contradicts the opfisnasumption.
Constraint (4.4) is the non-negativity constraifithe decision variables.

C. Addressing TMI Interactions
The proposed linear programming model specificaflgiresses the interaction of the sequence of Thiugh
cost settings and constraint formulations in arinoightion problem, the favoritism on particularits or TMIs
observed in the following prioritization scenarioay be modeled:

»  Prioritization Policy 1: A departure flow is exenfppbm a GDP.
When a flow is destined to a GDP airport but exefrgoh the program, it will still utilize the prograrate
and thus reduce the rate made available to theerempt flows. If total exempt demand exceeds the
program rate, which implies that the GDP scope segjustment, the non-exempt flows will not be edrv
before the backlogs of exempt flows dissipate. Eiqud4.5) specifies that the backlog cost coedfitiof
the exempt flows is higher than that of the nonrgixeones, thereby favoring the exempt flows in the
optimization. In addition, constraint (4.3) makkee model robust enough to handle the situation when
capacity is lower than the exempt demand. As saflow exempt from a TMI will not have backlog
accumulation.

»  Prioritization Policy 2: A GDP is set prior to an/®.
As noted in Section Il, given that the GDP prograte is more precisely defined than the AFP raie, t
GDP becomes the controlling element when a flogsulgect to a GDP prior to an AFP. To account fs th
operational reality, the flows subject to a GDPoptd an AFP will be treated as the “exempt” flosighe
AFP, and similar to Scenario 1, the objective fiorcand constraint (4.3) will guarantee the outflioam
the GDP equals the outflow of the AFP for such #iow

e Prioritization Policy 3: An AFP is set prior to al@®.
In a flight-based model, the EDCT set by an AFRdsde be maintained, if feasible. For flows in this
scenario, since the outflow of an AFP is not gutzath to be exempt from a GDP restriction, the twagkl
cost coeﬁicientcg'GDP, can be set to a higher penalty than other caficents on flows not subject to the
AFP, in order to discourage backlog accumulation.

D. Delay Balance Considerations

The proposed linear programming model solves mieltigsource allocation problems on a network flow
representation. The objective function (4.1) carcbesidered as the efficiency objective since dgsitions would
define system-optimum cost of backlogs. It is commdnown that due the linear nature of the objecfunction,
the optimization results might not produce equiaddlocations due to solution symmetry, i.e. a ohivacklog of a
flow costs the same in the objective function & tf another flow. Consequently, there is no d@oséntive for
balancing backlogs between flows, which does nptesent the first-scheduled-first-served princifke RBS in
today’s GDP execution.

A more balanced solution could be achieved by iliclg an equity objective in the optimization. Hélne term
“equity” represents the balance of backlog distidftuamong individual flows in the context of avldbased model,
which is different from the equity concept in aiaffic management. As such, the rate apportioniodplem should
also be optimized overpfoportional equity, which can be measured by how the available gnograte and
backlogs are assigned to individual flows proparity to their demand® Let us first define the shorthand notes

for cumulative demands, outflows and backlogs, eetpely: Dti’j =Zf]=_ di, Bti'j = Zf]:_ bL , and GZ’j =

Sij Sij
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>t gL. For each TMIj € {1,...,J}, we use four metrics to measure the equity ofcating outflows and

sti,j
backlogs:
. 1 H - i _ Gé‘j
The highest proportion of cumulative outflow to derd: OH; = maxieFj\Ej’tE{s_u“_e_i‘j} {D—;)}

. 1 H _ . Gtivj
The lowest proportion of cumulative outflow to demaOL; = mlnieFj\Ej,te{s'i,j...éi’j} {D—;]}

. 1 H . _ B;]
The highest proportion of cumulative backlog to dedBH; = maXieF]-\E]-,te{§i']-...e'l-,j} {D—;]}

. . . By
*  The lowest proportion of cumulative backlog to deniaL; = min, R\ tE(5, 6, ) {DL;]}

An equity objective function (4.6) is formulatedr fa minimization problem, which can be linearized ahus
solved with the proposed linear program. Probleritk such an objective are callédlanced linear programming
problem$’. It is intended to simultaneously maximize the dstproportion and minimize the highest proportion,
and thus achieve a more equitable distribution.

J
Objective Function 2 = Z ¢(OH; — OL; + BH; — BL;) (4.6)
=1

Ideally, for each TMI, the goal is to distributestbutflows or backlogs proportionally to the outfldrom a
previous controlling TMI, for each flow. Howevef, the outflow variable is used as the denominatorthe
proportional equity metric, the linearity of therficulation cannot be preserved. Therefore, the malgilemand is
used to compute the equity metrics in order to @xprate such a goal.

V. Numerical Experiment

We use a numerical example to show how the propbBealpproximates today’s execution of GDP and AfrP i
a flow-based environment. The proposed LP is §icdted with only the efficiency objective to showetdifference
between the LP and the FSFS algorithm. Then, Hydinmtg the equity objective, we show how the salns evolve
to more closely approximate the FSFS solution agtuity/efficiency tradeoff ratio increases.

A. Problem Setup

To demonstrate the proposed LP, a hypothetical pbaim designed to illustrate the potential benefiiT MI
coordination and the interaction between two coimpgebbjectives, namely efficiency and equity, inoahting
available rates. Figure 4 depicts a geographidavork of three origin-destination pairs, where fa@parture flows
are modeled. Hourly demand is assumed constanughout the day and the estimate of transit timawo
destination airports and an AFP are summarizedalslerl.

In this example, we assume the following TMIs am@ppsed and implemented at different timeframes:

e At 0515, a GDP at Airport is planned from 1100 @Q at an hourly rate of 10 due to low ceiling fast.

e« At 0715 an AFP at FCAL is planned from 1200 to 2@0@n hourly rate of 10 due to thunderstorm in en-

route airspace.

Each TMI has three flows under consideration, amall start/end times of a TMI are computed from Tih&
duration and the estimated transit time. Since@GbB® is planned at an earlier time, Prioritizatianié/ 2 discussed
in Section IV.B is applied, which gives priority the flows that are subject to a GDP prior to arPAFhere is no
exempt demand for both TMIs.

Flow 1

Figure 4. An Example Network
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Table 1. Input Parameters for the Rate Control Modés
Departure  Flow ID Hourly Transit Time (Hour)
Airport Demand

To Airport C  To FCA1
A 1 4 2 -
2 4 2 1
3 4 - 1
B 4 4 2 1

B. Numerical Results with the Efficiency Objective
This rate control problem is formulated and firetved as an efficiency-only problem with the backicost
coefficientf(t,j) = 1. The efficiency-only setting illustrates the pdiehimpact if no equity is considered in
departure rate allocation. For comparison purpadesfFSFS apportioning algorithm explained in Sectil.C is
appliedsequentiallyto the GDP and then the AFP, where due to Priériticy 2 the flows out of GDP would not be
delayed by the AFP until the end of the GDP. Tlsailts from both apportioning models are summariretiable 2.

Table 2. Optimization Results — Efficiency Only Moel vs. FSFS Algorithm
First-Scheduled-First-Served

Algorithm (FSFS) LP with Efficiency Only Objective

Apportioning Model

TMI Type GDP AFP GDP AFP
Duration 11:00-17:00 12:00 — 20:00 11:00-17:00 12:00:6@2
Program Rate 10 10 10 10
Flow 1 18.66 - 24 -
Flow 2 18.67 24.16 8 58
Backlogs Flow 3 - 32.32 - 0
Flow 4 18.67 24.16 24 2
Total 56.00 80.65 56 60

For the FSFS model, the GDP produces the samedzpfdd Flows 1, 2, and 4, since the rate and backle
proportionally allocated. In addition, as Flowsrtlal have the same demand and transit time, thepiédRuces the
same backlog for each flow as well. The AFP produnere backlogs on Flow 3 because of the priotitngpolicy
imposed. In general, the FSFS model maintains thyegotional equity for both TMIs in allocating thates.

For the proposed model with the efficiency onlyemiive, the sum of the backlog is less than tt@hfthe FSFS
model, but the backlog distribution is rather ualnaked. Although the total GDP backlog from the L&del is the
same as that of the FSFS model, the GDP backloBl6ov 1 is greater. However, this solution produdess total
AFP backlog because Flow 1 is subject to GDP oahg the GDP duration is shorter than thee AFPtidura
Thus, the backlog accumulated on Flow 1 would moeha longer lasting impact than that of the oftosvs.

Figure 5 illustrates the cumulative backlogs faztefiow on individual TMIs under the two modelsafunction
of time. For the GDP, the FSFS model demonstrdiesrtost equitable allocation, where the backlogagh time
period for each impacted flow is the same. For AFHBws 2 and 4 have no backlog before and at tleoérthe
GDP because of the prioritization policy. With tkeéficiency-only objective, the LP arbitrarily assg) more
backlogs to Flow 2 than to Flow 4. In fact, theatobacklog would not change by any backlog redistion
between Flow 2 and 4 since they have the samd sabdel parameters.

C. Tradeoff between Efficiency and Equity

In the last example, the proposed model with tlfieiefcy-only objective solves two rate control grams in a
coordinated fashion. Using the LP model, a moré&cieht” but less balanced rate allocation is prostli However,
this efficiency gain is mainly a result of more @l assigned to flows that have restrictions that earlier, i.e.
Flow 1. In today’s execution of GDP, the Ration-Bghedule rule implies an equitable allocation oivat slots.
To approximate the equity consideration, the eiffeciess of the equity objective will be examined.

There exists a tradeoff between the objectivedfafiency (4.1) and equity (4.6). With the backlogst set to 1,
the coefficient reflects the tradeoff ratio of equity to efficigncrhe efficiency-only model discussed above is a
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special case of=0. Figure 6 summarizes the total backlog of eabtfli Tnder various values af. Figure 7
illustrates the cumulative backlog distribution ptiene.

(a) FSFS = 304 = 357
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Figure 5. Temporal Cumulative Backlog Distribution— FSFS Model vs. LP with Efficiency Only Objective

In Figure 6, wher increases from 0 to 1, the total backlog remaomsstant; however the distribution among
flows under both TMIs in Figure 7(a) is more edbiéa Flows 2 and 4 have more comparable backlogssamilar
distributions. This demonstrates the effectivenalsshe equity formulation in reducing solution syetny and
producing a more balanced solution..

As the equity ratio increases, the cumulative bagldlistributions become more and more proportidnal
demand, even though the total backlog cost inceedaerigure 7(d), the cumulative backlog distribos ate=50
look similar to those of the FSFS model and thaltoacklog is just slightly less than the FSFS nhode

First-Scheduled-First-Served Algm
LP w/ Equity Ratio = 50

LP w/ Equity Ratio = 40

LP w/ Equity Ratio = 10
LP w/ Equity Ratio =1

LP w/o Equity

0 20 20 60 80 00 120 140
B GDP induced backlog  m AFP induced backlog

Figure 6. Total System Backlog under Various Appolibning Models
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Figure 7. Temporal Cumulative Backlog Distributionunder Various Apportioning Models
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The sensitivity of backlog cost defines a rangesfdecting the proper value ofIn this example, any between
0 and 50 represents the tradeoff between the tyectes. More importantly, the specified prograaterat GDP
and AFP are met at all times, which means that#macities at the constrained resources are ftillgad and that
the proposed LP serves its purpose.

For a general approach for determining the tradeatfb in this multi-objective optimization problertet us
assume that?andC? are the minimum values for the equity and efficieobjective functions, respectively. One
of the transformation methods that combine two dbjes with different units could be used to nora®lthe
objective function value of equity b§? and that of efficiency bg?. This transformation implies thaf /C9 would
be an adequate value for the tradeoff coeffici8oime complicated forms of transformation may besiared to
articulate a priori the reference on one of thesotiyes based on modeler’'s judgment. More detail€lwosing
weighting coefficients for a multi-objective optimaition can be found in Marler and Arbtand Kosil and
Silvennoiner.

D. Summary
In this specially created example, we put emphasigerifying the features of the proposed LP ardtthdeoff
between efficiency and equity objectives. The assiiomiform demand profile intensifies the tradeefationship
between efficiency and equity.
The proposed LP is able to model the prioritizagaticy observed in the real-world operations amthtended
to provide input values to the FCM queuing modhttare more operationally consistent. As suchguthe
proposed LP model provides decision makers witla@urate prediction of the impact of the contrelkjch can
aid in the development of effective strategic plans

Our findings are summarized as follows:

1. The reduction in total backlog achieved when ohky éfficiency metric is used is a due to an inedpé
allocation of backlog to flows that have restricgcending earlier than other flows. However, thia result
of an assumption inherent to the LP model, nambit backlogs are only modeled during the TMI
implementation period and are ignored after thiseti In reality, those backlogs will be handledidgal
departure capacity constraints, addressed by tdbt&cal actions, or they will simply dissipate so¢Note
that the local impact at the departure airportsrattie end of a GDP or an AFP is not model by the s
assignment tool currently used by ATCSCC sincs igeénerally considered outside of the study scdpe o
such a strategic planning problem.)

2. The potential benefit from coordinating multiple T8Mcan be exemplified by the efficiency-only model,
which illustrates the most optimistic saving atyatesm-level indelay caused by TMiwhen jointly solving
resource allocation problems at the same time,iesguity concerns.

3. Increasing the weight on the equity objective bsitige LP solutions closer to the FSFS results, lwii@an
approximation of the flight-based execution of GRIFAFP in the flow-based context.

4. When multiple NAS resource allocation problems planned in a coordinated fashion, the objective of
minimizing system-wide delay and that of allocatingividual delays equitably are in competition.eTh
equity ratio in the proposed model could reflectision makers’ preference on balancing two objestv
but further analysis is required on defining thendiions when the tradeoff relationship should be
considered.

VI. NAS-wide Case Study

A. NAS Scenario Setup
To demonstrate the FCM decision framework, a NA8engongestion problem is derived from historicficaf
and weather. The weather forecasts are taken frepteSiber 26, 2010, where only weather containelimthe
Atlanta ARTCC (ZTL) is considered in this examplde weather-impact model in Ref 13 provides a pooistic
trajectory of weather-impact for the given probistit weather forecast shown in Figure 8. Weathgract is then
translated into reduced capacity of ZTL sectorsctvis a necessary input of the proposed queuingemno

Figure 8. Weather Forecast on 9/26/10 at 0500 ESTrfé, 8, 12, and 16 hours Look-Ahead Time

As the corresponding traffic on that date is obslgumpacted by the weather event, we insteadzatiliaffic
predictions from a date with relatively little what impact. Traffic from August 30, 2010 providee demand flow

©2012The MITRE CorporatiorALL RIGHTS RESERVEL. 15



in this example since it has extremely low weattwrerage and few TMIs and thus little impact offfizan ZTL.
The actual departure rate for each O-D pair frorMiSTdata is analyzed for every 15-minute time bin.

The network representation is derived from histdited flight plans for August 30, 2010. Note thhts date
was purposely chosen to coincide with the trafiy delected for the analysis in order to best spethe actually
flown traffic options. To define the level of aggetion for the different NAS resources, we seled&d as the
area of control. Using the approach described1Refnve construct the relevant connections for €« layer of
the network in order to describe the entire netwsltkwn in Figure 9. All origin and destination gagutside of
ZTL are aggregated intdustersby using the clustering method in Ref 12, anditigdvidual airports within ZTL
are represented as individual nodes. Outside of, Zfié enroute nodes are represented as connecRTLCE
boundaries and within ZTL sectors, enroute nodes dafined as connections between sector boundarres.
resulting network defines 3,773 routes (or deparflows) for 1,722 cluster pairs. Table 3 provides details on

the network size.

Figure 9. FCM Network of the ZTL Example

Table 3. FCM Network Statistics

Network Property Size
Number of Airport Clusters 68
Number of Cluster Pairs with Demand 1,722
Number of FCM Network Nodes 1,006
Number of Routes 3,773
Number of FCM Network Arcs 23,768

B. Evaluation of Control Plans
Suppose that given the weather forecast at 100@Zsauthwest traffic of ZTL will be impacted fror@45Z to

2145Z, where the highest impact is expected betvi®80Z and 2030Z. The following plans are thenulised on
the strategic teleconference and planned to mititiet weather impact:

» Airspace Flow Program from 1500Z to 2000Z on flowgsng south and west of ZTL at a rate of 60
flights per hour.

» Ground Delay Program to ATL from 1600Z and 22002 aate of 72 flights per hour.

We solve the rate apportioning problem with FSF& thie proposed LP, respectively:

* To apply the FSFS algorithm, two delay programsdrigebe solved sequentially, which means the
demand inputs for the GDP shouldn't come from tbkesduled departures but depend on the rate
results of AFP.

e To apply the proposed LP, two delay programs amaditated as an optimization problem with both the
efficiency and equity objectives, which has 84,d@4ision variables and 87,614 linear constraints.

The departure rates apportioned from the FSFS itigomapproximate today’s slot assignment logic ifioav-
based sense and represent the result of two urinated programs under an equitable first-schedfitstdserved
principle. Meanwhile, the proposed LP solves twte rapportioning problems in a coordinated fashidmlev
considering the tradeoff between efficiency anditgqubjectives.

©2012The MITRE CorporatiorALL RIGHTS RESERVEL. 16



To compare the results, we examine the arrivalilpsofit ATL estimated directly from both models haitit
running the simulation in order to see how an eagrogram could affect the later one. Figure 1firsarizes the
scheduled and expected arrivals in a 15-minutevataluring the GDP periods. It shows that the Ippetioned
arrivals meet the target GDP rate well. On the oli@nd, the FSFS-apportioned arrivals are infludriog AFP’s
apportioning results and do not fully utilize theximum rate allowed because GDP is implemented thtn an
AFP that has a more restrictive rate.

The LP results seem to be more efficient than tBEJ-from the perspective of GDP design but areadgtu
accompanied with a relatively unbalanced distrilmutdof backlogs at the AFP’s rate apportionment.ufégll
compares total backlogs of top 10 origin-destimapairs that are only impacted by the AFP and shbasthe LP
optimization disproportionally allocates more bagd to the flows only impacted by AFP. Such an larie
distribution among various departure flows is nafpsising because the coordination through optitonafinds a
system-optimum solution that might not be optinsaindividual flows.

For the proposed LP, the equity objective balarntbesbacklog distribution within each of individutdws
during the program duration. Figure 12 shows theuative demands and backlogs attributed to AFthefflows
from the Orlando airport cluster (MCO) to the Atiarairport (ATL). These flows account for 12% o&tATL
arrivals on the selected traffic day. It is obsertkat the LP-apportioned backlogs grow proportignaith the
demands as desired by employing the equity objectind its growth trend is comparable with buteaghan that
of the FSFS-apportioned backlogs.

Scheduled Arrivals == Arrivals Apportioned by FSFS  ==@==Arrivals Apportioned By LP
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Figure 10. ATL Arrival Profiles during the Periods of the Ground Delay Program
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Figure 12. Cumulative Backlog Distribution of MCO-ATL Departure Flows

VII. Concluding Remarks and Future Works

In today’s operations, traffic flow managementinéis many resources to obtain an accurate fore€dseé NAS
in an attempt to identify where and when it is rssegy to exert controls to balance aircraft demahdn airspace
becomes constrained. The FCM framework offersptiesibility that both demand and available airsgzegiewed
and controlled within a single source, where a iafumodeling effort is to simulate traffic propaipat over the
NAS under weather impact and enacted TMIs.

The proposed rate control model approximates tedayecution of departure delay programs in a flasehol
sense and is capable of solving multiple depantestrictions in a coordinated fashion in order tovide better
inputs to the FCM queuing simulation. It can alsidr@ss the TMI prioritization rules observed in thal-world
operations. Numerical experiments are conducted t@st network as well as on a NAS-wide scenaritiustrate
the rate allocation results and the tradeoff betweféiciency and equity objectives.
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Future work shall focus on analyzing the correlatianong weather uncertainty, the design of depadetay
programs, and the apportioning results via the FLiuing simulation.

In addition, when multiple NAS resource allocatfmoblems are planned in a coordinated fashionptjective
of minimizing system-wide delay and that of alléegtindividual delays equitably are in competitiddecision
makers’ preference on balancing two perspectivestrbe involved in the tradeoff analysis. More stgdon
defining the conditions when the tradeoff relatlipsshould be considered and on associated patipfications
are recommended.

Lastly, for the execution of departure delay proggan a flight-based sense, it is recognized tiréihes might
substitute arrival slots based on their own prefees and operational concerns, which could chamgapportioned
rates for the FCM simulation. The slot substitutmmocess has the subtleties that cannot be forestegrstrategic
planning timeframe and would not be captured itoatased environment. Further study on interpgetire flow-
based results to the flight-based operations igested.
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