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Abstract— The threat posed by underground clandestine tunnsl
has been a growing concern for law enforcement andational
security. Cross-border tunnels have been used bynsigglers with
the intention of avoiding border security for trafficking people,
drugs, firearms, and other illegal materials. Theability to detect
these tunnels is vital to achieving effective bordecontrol. This
paper describes the development of an innovative nied to
model and assess the performance of various sensgystems in
the geological region of their intended use, and tdetermine the
best sensing modalities and equipment to operate that region.

The method includes: 1) Investigation and charactézation of the
regional representative geologic and geophysical pperties of the
shallow subsurface soil and environmental conditiom along the
southern US border; 2) Sensor performance modelingand
simulation studies for various sensor system
components/configurations, tunnel characteristics,surface and
subsurface environmental and soil conditions; and )3Validation
and verification of the performance via tunnel detetion testbed
development and demonstration. The results of thescombined
efforts will be used to develop and implement an tegrated
sensor performance characterization suite to assistin
identification of the most suitable methods and/oequipment to
detect tunnels in a variety of locales.

A case study illustrating our approach applied to a area along
the southern border using available field data to lsaracterize the
sensor performance indicates the methodology canegjd accurate
predictions of sensor performance in various geolags and at
various levels of indigenous environmental noise. df the
simulations to be useful, more work is planned tomprove the
accuracy of the sensor models, the precision of trgeophysical
databases, and to overcome the long execution timesjuired for
the models to run.

Keywords- tunnel detection, sensors, sensor performance,
electromagnetic, GPR, selsmic, homeland security, sensor fusion

l. INTRODUCTION

The threat posed by underground clandestine turtrees
been a growing concern for law enforcement andonati
security. Cross-border tunnels have been usedlogglers to
provide the means to move Weapons of Mass Desiructi
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(WMDs), drugs, conventional weapons, currency, pedple
across US borders illegally. Since 1990, thereeHaaen 154
illicit cross-border tunnels and numerous inconglatnnels
discovered along the southwest border. More tl@#n 6f all
the cross-border tunnels discovered to date haee ffeund
within the last four years. All cross-border tulsneentioned
above, with the exception of two, have been found b
investigations and human intelligence. The devalemt of a
system to detect and locate cross-border tunnals @ormous
challenge.  Traditional geophysical survey methaded
primarily by the mining and oil and gas industrias, well as
relatively newer non-destructive underground imggiand
detection technologies, have not performed welke rability
to differentiate between tunnels and sub-surfacter] and
reject environmental noise continues to plague esyst
developers in their pursuit of a suitable solutidrhat is not to
say that all solutions are bad. Some systems mak wo
certain environments and certain geologies whezesémsor is
not overwhelmed by geological clutter and noisehisTpaper
describes the development and use of a multi-sensor
performance determination tool that considers |amblogy
and environmental noise effects on the ability &tedt and
locate tunnels. Our intent is to use these metlaodsmodels
as a physical basis to procure existing equipnettwill have
the best performance in the specific areas of eésteand to
identify research activities to improve the perfarmoe of
existing methods or to identify new ones.

Subsurface geology and geophysics play a key rokensor
performance. Numerous studies highlighted the émfbe of
environmental and geologic and geophysical progertn
sensor performance and successful discriminatiotuniiel
signatures amid clutter [1]-[2]. The soil defindég tcontrast to
a tunnel target, causes damping of electromagoetieismic
waves, hence limiting the depth of investigatior ameates
geologic noise in the data that can mask the tusiggial.
Without a practical understanding of how the geplaffects
sensor response, the development of new high peafoce
systems and the operation of existing techniquesldvbe
severely constrained.

SUBSURFACEGEOLOGICAL AND GEOPHYSICAL DATA
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The regional geological and geophysical conditians quite

diverse along the southwest border. Shallow subsarf
characteristics range from basin-fill
unconsolidated sediments to weathered volcanicnitiga
metamorphic, and sedimentary rocks. Existing qtethte
studies on sediment properties are scarce in theb&ifer
area, and the inventories of lithological and gelabécal
properties of the sediments are generally not headiilable.
In order to develop physics-based sensor perforemamdels,
our first effort is to create a 3D subsurface ggimoand
geophysical database in areas having a high prilyabf

where tunnels would be constructed. This is done
compiling data from open sources and conductinglygsical
field surveys. We have developed and applied aifmdthod
approach to rapidly assess geophysical propertied

hydrogeological conditions in areas that are geaoldly

representative. This has led to a continuous shaldosurface
characterization model that describes the inforomaton
shallow subsurface geologic/geophysical stratagernaiogical
composition, and key physical properties, such lastrical

bulk conductivity, permittivity, density, and seignvelocities.
Developing and expanding libraries of key physjpaiperties
and site characteristics will support optimized Idgment
strategies in high priority areas well in advant¢he need to
search for suspected targets. The database wiliskd to
facilitate independent sensor design and resporsgeling
and optimize sensor package, method selection, faahd

survey design.

A sensor simulation testbed has been developedito ahe
quantitative performance analysis of existing turdetection
systems and to provide a mechanism to investigatie ew
and novel individual modalities applied to the tehdetection
problem. We have also developed the capability uantjfy
the potential of data fusion approaches that wautitize
multiple modalities to enhance the detection ofssuface
tunnels while also decreasing the probability ¢ddaalarms.

SENSOR SIMULATION TESTBED

The testbed brings together information about thiesgrface
geology, numerical tools to predict the responskath active
and passive sensor systems, a set of sensor parfoem
quantification algorithms, and modeling and simolattools
that map existing subsurface physical characterista to the
resolution required by the wave propagation alparg used
to predict the response of a given subsurface sicetm an
applied source excitation.

A block diagram representation of the sensor sitiarda
testbed is seen in Figure 1. In the testbed theazsespecify a
location of interest and tunnel configuration imf@tion

including the tunnel cross section, size, depth, @mentation.
As available, material characteristics from a sulase data
base are accessed for the location of interesteRtly, both
electrical characteristics, including resistivitpermittivity,

and permeability, and mechanical properties, sischemsity,
seismic propagation velocities, compressionaj) (&hd shear
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(Vy), and seismic attenuation factors,@nd Q), are available
in a large-scale subsurface database. To prediceiponse of

alluvium  with a specified subsurface region to either an elecgratic or

seismic driving force, a variety of numerical warepagation
algorithms have been incorporated into the sensoulation
testbed. Since these wave propagation codes utthiee
fundamental physics and phenomenology associattd theé
modalities under study, a very complete understandf
sensor performance and target signature responsebea
obtained. The effects of signal propagation in elisjve
media, and resonances phenomena, along with mnthitipa
bypehavior, which are all important in subsurfacepagation
problems, are captured by the signal propagatiothoaks
employed in the Sensor Simulation Testbed. Forewav

a propagation algorithms that use a finite-differentme-
domain solution technique, the available geophysdzta
bases lack the necessary spatial resolution negegsa
correctly calculate both electromagnetic and saiseriergy
propagation at the frequencies of interest for sifase
structures of tunnel size.

Environmental
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Large Scale
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Tunnel
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Figure 1. Sensor Simulation Testbed

The block labeled “Inhomogeneity and Irregularityap in
Figure 1 represents a process for interpolatiothefavailable
geophysical data at any resolution to the resatutémuired by
any specific numerical wave propagation algorithmcases
where the geology of the region of interest is Emio a
known geology, the interpolation is done using ackonal
Brownian motion model to generate multiple geoladic
plausible distributions of soil properties. Numesostudies
[1]-[4] indicate subsurface irregularities have dteh /Self-
Similar character. Three-dimensional Fractional 8ri@n
Motion (FBm) can be generated as a weighted integfa
Gaussian White Noise. Representative subsurfaceisadn
be simulated using the FBm Power Law Power Spectral
Density property. An isotropic 3D FBm subsurfacedelocan
be obtained by generating random Fourier phasetrspand
using magnitude spectra consistent with a knowestimated
Fractal Dimension. The power spectrum of FBm fagiven
Fractal dimension D is:

S f, f) =G/ E+£2+ £ I2 (0<H<1) (D)
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Where the Hurst parameter H
“subsurface texture” and H
“subsurface texture”. H is related to the Fractah&nsion D
and the Topological Dimension N as: Fractal DimendD =
N + 1 — H. G is a constant scale factor.

Non-isotropic subsurface textures can also be sitedl by
scaling the respective spatial frequencies as shmlow for a
two-dimensional (2D) case:

St f,) = G /{ (fda )*+ (f/p )"y 22 (2

In equation (2),a0 and 3 are parameters that specify the
horizontal and depth correlation lengths, respebtiv

Representative two-dimensional subsurface textgeesrated
using the FBm model are seen in Figure 2.

Figure 2: Representative Two-Dimensional Subsurfac
Textures Generated using FBm

The Sensor Simulation Testbed also includes thalzbiy to
evaluate a wide range of signal processing funstiomtiuding
noise suppression and clutter mitigation. Detectiethods
ranging from Matched Filter processing for both wstatic
and multistatic cases to adaptive statistical nastor clutter
suppression have been implemented and can beyreefiiled
to model any particular sensor system to a highmegegf
fidelity.

V. NUMERICAL SIMULATION AND ANALYSIS CASE
STUDIES

The following is a case study illustrating our slation
testbed approach to sensor system evaluation dpfdiean
area along the southern border, using availabld fiata to
characterize the subsurface geology. Two simulatiethods
for EM-based GPR sensors were investigated. Infithe a
horizontally stratified approximation of the sulfage
geology was used in conjunction with an analytiptdne
wave propagation model. In this approach, theaesp for a
GPR sensor operating in monostatic mode at a slogion
was simulated. The average resistivity and corneding
dielectric constant seen in Figure 4 were averagedhe
lateral and depth dimensions to produce a threerlay
horizontally stratified subsurface model. The résgl model
had layer boundaries at 3 m and 23 m below theserdnd a
circular tunnel 3 m in diameter with its ceiling.22m below
the surface. The response to two cycles of a Hagmi

0 produces the raigheweighted 200 MHz carrier was determined
1 produces the smabthe calculate

and used to
ROCs for a user background

electromagnetic noise environment.
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Figure 3: Pd vs. Pfa for 200V/m Excitation at 300i/m
and 400mV/m Noise Levels.

The resulting receiver operating characteristic (R@urves
are seen in Figure 3 for background noise levelB08mV/m
(blue) and 400mV/m (red) noise levels.

In the second case study spatially varying two-aisienal
resistivity and relative dielectric constant prefilwere used as
input to a two-dimensional FDTD electromagnetic
propagation code.

A. FDTD GPR Smulation

We simulated operational ground-penetrating ra@G?R)
by computing the propagation of an electromagnéi)
waveform pulse through the subsurface area ofdasterUsing
measurements output from the simulation, we useatched
filter detection algorithm to locate potential teter We
subsequently characterized detection performandherform
of receiver operating characteristic ROC curves.

The surveyed measurements of resistivity and pegwityt
are leveraged to generate a two-dimensional repegsen of
the EM properties of the subsurface at the sureegtion. The
translation of surveyed measurements to a usatdtiabp
discrete representation required additional praegss First,
the FDTD numerical wave propagation code requireer f
spatial resolution resistivity data than those lgtd by the
survey. In this case, we use band-limited intexpoh between
surveyed data points to produce resistivity valoes grid at
the resolution required by the simulation. Secdhd, survey
did not provide more than a single permittivity walfor the
entire region. To produce permittivity values agher
resolution, we construct a model for the permityivivhich
leverages our knowledge of the region by using ature
model of a matrix material (e.g. sand) and watdrene the
mixture component ratio varies spatially in prommrtto the
available resistivity data. Based on this mixtunedel, we
construct a linear mapping from the finely samplesistivity
map to a permittivity map at the same resolution.
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For a FDTD grid in thexy plane containing a resistive
voltage source, the field components are defined standard
Yee cell as shown in Figure 6. Here, the eledieild vector
componentsE, and E, are on the edges of the cell and the
magnetic field componett, is at the center of the cell.

m)

depth |

For the edge containing the voltage source, a neodif
version of the standard FDTD update equation iduses
follows [7]:

m)

depth {

Vo y 1y —H,) @
abxR, abx ! K

Exjn=BEgju—

m)

Where:p = € .9, 1 andﬁzi £ o 1]
At 2 2R al\At 2 2R

depth {

Hereo is the electric conductivity is the dielectric constant,
R is the internal source resistan¥gjs the source voltage, and
At is the time step size.

Figure 4: (top) Raw surveyed resistivity data; (mildle)

Interpolated resistivity data; (bottom) Permittivit y data Using this modified FDTD update relationship, atage
derived from resistivity. source can be used to drive a dipole antenna. digwe is

_ _ modeled in 2D as two copper sheets separated tajiragap
The conversion from raw survey data to the simdlast and extended to infinity in thezidirections. A user-defined

medium is illustrated in Figure 4. We may simuldte voltage waveform can then be specified at the solacation.
presence of an underground tunnel by creating negib air €

=0, p =) within the subsurface medium, as in Figure 5. =g
E 23 ..‘v - n."i! 30 E s Y SIS e etgen
= | . 20 R, (ij+1)
= 10 VVVY ( )
E,(i,j+1)
0 50 100 150 200 250 | R
®(m) H.(i.j)
7 7 " =)
_10 .‘ 10 - 10 ) o
= = e = Figure 6: Yee cell for resistive voltage source.
8 g 1 g .. . .
% %0 % Preliminary testing has been performed, using 21is
ol W " implementation for a 1 m dipole. For comparisonl an
140 150 160 170 180 220 230 240 250 260 . . .
xfmh xfm) xm) bowtie antenna was designed using XFdtd (Comme@iial

Figure 5: Permittivity in simulated sub-regions: top) €lectromagnetic FDTD software developed by Remdom).
Permittivity for survey region with simulated sub-regions ~Both simulations were performed in free-space wah
indicated by white outline; (bottom row) permittivity =~ 100 MHz Ricker waveform having 1-V peak amplitudé
within the three simulated regions — above-ground ia  Shapshot of th&, component of the electric fields at 20 ns for
|ayer and air-filled tunnel inserted into medium. both the 3D and 2D simulations is shown in Figurd%r the
3D case, the figure represents a planar slice gtrdle center
EM wave propagation through the defined medium isf the computational volume at the location of thewtie
simulated by obtaining a numerical solution to Maklis  antenna.
equations, using a staggered-grid finite-differetiicee domain Qualitative inspection of Figure 7 indicates thaithb
(FDTD) approach [5] with perfectly matched layenv(B- antennas radiate electric fields that are in agesgwith those
absorbing boundary conditions [6]. The FDTD methodradiated by a typical dipole antenna. Notice dlst beyond
computes the strength of the 2D electric field congntsEx  approximately 1 m distance from the antennas tbleliare
andE,, and of the magnetic field,. similar in shape, but different in amplitude. Opessible

We modeled both the transceiver antenna and mesisti €xPlanation for this is that 2D and 3D waves areegoed by
voltage source within our 2D EM FDTD framework. Tiresis ~ different spreading-loss relationships. The 3D egexpand
for accounting for lumped linear and nonlinear wirelements ~ SPherically; therefore their power density variesla®, where
in electromagnetic FDTD modeling has been undegsfoo T is the distance from the antenna. On the othedhaD
many years. The key is to add the lumped elecmitent waves expand cylindrically and their power densidyies as
density of the circuit element to the total curramdmpere’s 1/r. These spreading loss relations suggest that given
Law when solving Maxwell's equations. distance from the antenna a spherical wave willeerpce a
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higher degree of spreading loss than a cylindriGate.
however, needs to be explored in more detalil.
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Figure 7: E, field at 20 ns for 2D dipole antenna (left) and
3D bowtie antenna (right).

We simulate the operation of a GPR in three separaf:

g)

locations within the surveyed region, as indicatedrigure 5.
In each simulation, we introduce a circular tunieim in
diameter with a ceiling 12.5 m below the surfac&he
simulated GPR takes measurements every 0.5 m atepaf
ground 50 m long, centered over the top of the eéunfiNe
produce simulated radargrams(xt), from the measured
voltages, as shown in Figure 8. The simulated rogrdms
indicate the influence that geological featuresehan GPR
performance; namely, inhomogeneous permittivityultssin
wave reflections off permittivity boundaries. Thkisters of
low permittivity embedded in the soil visible indeire 5
produce the strong parabolic returns in the radangrseen in
Figure 8. These returns due to soil inhomogenelitgely
resemble the reflection from the tunnel, increasimg risk of
false alarm for a GPR tasked with locating claridesunnels.

time (uS)

100
10 20 30 40 50
x (m)

140 160

x (m)

180

220 230 240 250 260
X (m)

Figure 8: Radargrams (colormap of voltages in dB)
produced by GPR simulations in each of three locatns.

The arrow in each plot points to the top of the rd&ction

due to the tunnel.

While visual inspection of a simulated radargramegia
qualitative indication of its projected performanae the
surveyed region, we aim to produce a quantitatieasure of
GPR performance. To accomplish this, we introdace
algorithm for detecting EM reflections from tunnelghin the
simulated radargrams. Our detection algorithmmig@hanced
matched filter which compares the measured radardoaa
collection ofhypothesized radargrams, hyg (X, t), which mimic
the radargrams thatould have resulted had a tunnel truly been
present at each hypothesized locatiefed). The inner product
{r(x,t), hyoo(xt)) provides a measure of similarity or match
between the measured radargirgrit) andhyg o(X;t):

(r(xt), hoa(x) = IIr(xHhyoo(xt)dxdt. (5)

Each hypothesized radargramy o(x,t) can be produced
using the simulation software — i.e. by introducthg tunnel at

location &o,7) in the synthetic medium and re-simulating the
GPR. Since executing a GPR simulation at many tingsized
tunnel locations has very high computational demand
propose a simplification to creating hypothesizadargrams.
We begin by modeling the inhomogeneous mediumguriei 5
as homogenous witlp and ¢, set to the average surveyed
values. Once the hypothesized radarghgir(x.t) is produced
for a tunnel at a single location in this homogenmedium, it
is straightforward to use a physical propagationdehcto
transform it into another hypothesized radargragm(xt)
resulting from the same tunnel at some other lona,,z) in
the same homogenous medium;

hxl,zl(x’ t) 0 hXO,ZO(va t+ At), (6)
ty, CLX =, O = 20 X)° +2)" ((x—

2 + z9"lv, and v is the constant velocity of wave
ropagation in the homogenous medium. Matching the
simulated radargram to each of the hypothesizedrgagms,

we produce a matched filter-like response which nhay
thresholded to detect the presence or absencenoélsy as
shown in Figure 9. By sweeping the value of thieshold, we
characterize the GPR performance in the form o©O&LRurve.
Note from the ROC curves in Figure 9 that the pemémce
varies noticeably with location.

wherex =

— left loc.
—middle loc.
—right loc.

Detection rate

0
Q0 02 04 06
False alarm rate

Figure 9: (left) Matched filter response (with ininite SNR)

at the leftmost simulation location (see Figure 5yith the

true tunnel location outlined in white; (right) Resaulting

ROC curves at each of the three test locations ugn
200V/m excitation at noise levels of 1mV/m (solidand

900mV/m (dashed).

B. Seismic Sensing Modality Smulation

A seismic wave produced by an active source ongtbend
will propagate through the soil until it reaches iaterface
between two media. There it will be partially saritted and
partially reflected. The reflection coefficientpnds on the
impedance mismatch between the two media, where
impedance is the product of seismic phase velduitgs the
density of the soil. In the case of an air-filledid, the
impedance mismatch will be very large, so that shismic
waves will be mostly reflected or critically reftad back to
the surface, where they can be detected. This d@glyn
because the density of air is 1.2 kiyrat least 1000 times
smaller than any solid medium, and the shear vglégizero,
since fluids cannot support shear strain. At thdase, the
returned signal can be detected by multiaxial geophk
recording the seismic particle velocity component&ctive
sources include weight drops, sledgehammers andsaps.

08
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To date, most of our simulations have been basedhen

FDTD software package E3D, which originated at Levee o M

Livermore National Laboratory (LLNL) [8]. We aldmave a -
similar package developed by the MIT Earth Resaurce s o
Laboratory (MIT ERL). The inputs to the numericaldes g -
include V,, Vs, p and the attenuation factog, and Qs of the
subsurface media. In addition to geometrical sfirep wn
seismic waves invariably suffer attenuation as thmpagate _
through a medium. The attenuation is an expongntia X pimension ™

decreasing function of frequency. Higher frequesicire Figure 11: Profile of V, after interpolation into field data.
therefore attenuated more. Various types of ssuncay be
specified along with a user-defined waveform. Far  Figure 11 is a 2D 10 cm resolution image plot gf dbtained
application, we typically specify either a vectarde or by interpolation of coarser field data collectedrg a site in
moment tensor at the surface. So far, we havegpilyrused the southern border. We notice the presence ofustdre
a Ricker wavelet to represent the input driving céor inhomogeneities and inversion layers, which may seau
Simulation outputs include pressure, and they, and z interference with the tunnel signal. Similar iptelations
velocity components,,, v, andv, at any depth. The code were effected to produce 2D inputs fog, @, and Q, while p
requires a time-step that satisfies the Courantlion, which  was obtained from ythrough an empirical relationship, =
states that the time samplidgmust be small enough that the 0.2714\;+1192.9 in kg/m [10]. Figure 12 is a seismogram
longest wavelengths, propagating at the highesicitglViax,  corresponding to the presence of a similar tuneehaFigure
do not outrun the spatial grid samplimp: dt < factor 10 for this more realistic profile, in the absendéattenuation.
dh/Via, Where the factor constant is 0.606 for 2D prolslem Here, the received signals form a more complexepatt
and 0.494 for 3D problems. because of the inhomogeneous nature of the subsurfahis
can be better understood from the E3D snapshotshef
A simple example is shown in Figure 10. This geyne propagating wave fronts for the homogeneous and the
represents a cross-section of a homogeneous 3Dmeolu inhomogeneous media in Figure 13. The wave frareolor
containing a rectangular air-filled tunnel.  The tem@l  coded, so that red hues correspond to P wavesraed fues
properties for this subsurface avg= 268.7 m/sVs= 164.5 5 5 waves. In the left plot we clearly see thstfarrival P
m/s, andp = 1570 kg/m, no attenuation, and the tunnel itself waves, which form the outer envelope of the seisamgin
was assigned the following properties for &fy= 332 m/sVs= Figure, 12, and the Rayleigh waves, which form theef

0 m/s, ang = 400 kg/m. Although the density of air is ~ 1.2 : :

kg/m®, the higher value is required for numerical stgbénd ﬁg;ioFzﬁeanir?grg%irnacs,fwg 'ﬁ;\lg’i:;ﬂg;ggswgg%e atﬁg

does not affect the fidelity of the results. A 18@ Ricker 9 e ' ase
absence of S waves, within the tunnel. In the toplet, the

pulse was applied directly above the tunnel atntidpoint of . . o
the upper surface of a computational volume equal tpattern is more complex, due to inhomogeneitieschvimay

50x20x20 M, as indicated in the figure. The resolution ftir a Cause reflections from lower strata or the tunoedrrive at a
simulations was 10 cm in each direction. Seism@mvay Se€nsor position before the initial P wave. While ttesults
pressure and velocity were then recorded everynOabong the shown here provide a qualitative indication of sgts
50 m length of the test volume. The resultingreeigram for ~ performance, we have also developed a tunnel datect
the compressional velocity z component is showthénfigure ~ scheme based on a matched filter approach to mosid
obtained from the output of E3D using the open e®ur quantitative measure of performance analogous ¢oBEM
collection of seismic processing MATLAB toolbox, iSeab,  effort described earlier.

Test data

[9]. We naotice two linear envelopes, the outer arising from xvimcem

n ® 7 % 7 w 168 w 2% 240
N 1 i i h n I L

the directly received compressional wave and theerirone
from the Rayleigh surface wave. The hyperbolicesith
returned wave fronts due to the tunnel can be lglear
distinguished and are contained within the inneetpe.

Compressional Source
100 Hz Ricker Pulse

Vp=268.7 mis
Vs =164.5 mis
Density = 1670 kgim® g

2m
Vp =332 mis / i
Vs =0mis

Density = 400 kg/m?®

I Figure 12: Seismogram of Yat Surface for a Imx2m
1 tunnel buried at 5m deep. .

"l

Figure 10: Cross-section of homogeneous 3D subsack
simulation geometry (left) and the simulated seisngrams
of V, produced by E3D and SeisLab codes (right).
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Figure 13: Snapshots of propagation of seismic was for:
Tunnel in homogeneous medium (left) and tunnel in
inhomogeneous medium (right).

V.  SYSTEMINTEGRATION

The block diagram as shown in Figure 14 is largely

implemented using the MATLAB analysis scripting daage.
MATLAB is especially useful for this purpose due tioe
breadth of graphical user interface (GUI) composearftered
as well as the availability of a compiler toolchainfacilitate
deployment on analysis workstations.

The left-to-right flow of data through the key cooments in
Figure 14 provides a basis for GUI design. As flosv is
independent of sensor modality, a common framewmak
been developed which relies on abstraction to Hieofathe
disparate modalities together into a single unifiedl
structure. Working from left to right, the subsigé database
is composed of a series of binary files, each datkvicontain a
single geophysical constitutive parameter. The sséects a
subset of the overall database through a map-iterface (a
point, click, and drag operation); the underlyirgipgts will
extract the desired subset from the subsurfacédastathrough
interpolation. Figure 14 illustrates a subset ajemphysical
database for an area of interest. The subsetearetved and
augmented with synthetic targets (e.g. boulderpegi and
tunnels) to provide a scenario data set.

Once the scenario is defined, the sensawdality and

implementation must be selected. Electromagnetic and seismic

modalities are currently defined, but this is notexhaustive
list. Within these modality families, specific feard models,
or implementations, (e.g. 2D/3D electromagnetic BDfor

GPR simulation) are available for selection andnitégdn. The
scenario data set is then converted into a fornt switable for
the implementation. Depending on the modality, onenore
sensors are then placed by the user into the soethata set.
The orientation, excitation waveform, and otherevaht
parameters are associated with each sensor, anedcalong
into the forward model simulation.

The forward model simulation is executed eitheraaself-
contained MATLAB code (for simpler implementations) as
a directed system call to an external applicatigtes In either
case, the architecture must ensure that all inprgtsn a form
understandable to the forward model code. Thedovnodel
is executed to provide a noise-free signal.

The uncorrupted signal produced by the forward oaik the
basis upon which a desired noise model may be isupesed.
The noise model most suitable for each modalitgééined
through user input as a step before signal pracgssialysis is
performed. Signal processing methods commonly eyepl

for each modality are implemented to help assess th

achievable performance that may be achieved forivang

modality. Among the more common metrics, SNR apth&y
be computed, as well as complete Receiver Oper&tinges
(ROC) that may be used to help differentiate sensmdalities
for a given subsurface scenario.

MATLAB executes internal code synchronously, sowfnd
models implemented in this manner will block the IGU
interface until the forward model completes exenuti
Forward models implemented using external codes bwy
executed in parallel, which requires additional eotb
periodically check the status of the forward maaledcution.

VI. CONCLUSION

The development of a physics-based approach taleiime
tunnel detection is necessary to estimate systeforp@nce,
identify shortfalls in existing technologies, andake
productive investments in research and developm8atsed
on effects of subsurface complexity on discrimingtiunnels
from clutter, work will continue with the geologicéeld

collections, as will sensor and geophysical modelf the
specific areas where the equipment will be operated
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