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Performance estimates produced by a National Airspze System (NAS)-wide simulation
models vary due to the complexity and amount of vaability that occurs within the NAS.
One area of modeling variability which current NASwide simulation models attempt to
compensate for is the variation in delay occurringacross days. This is typically accomplished
through the use of a carefully-selected set of dageeking to be “representative” of the NAS
performance across a given year. These days are eefed to as design days. Current
practices model each design day once, with averagiracross all design days to yield annual
estimates of performance. The concern with this press is that each design day represents
one specific instance of what could have happened the NAS and does not consider the
many small daily variations that could have a potetially significant impact. Also, creating
design days is an interactive and time-consuming pcess, so simply creating additional
design days to improve the confidence of the modeésults is not always economically
feasible. This paper determines the impact that ima-day perturbations due to four factors
within a NAS-wide model (air carrier delay, runway configuration changes, sector workload
limits and program rate forecasts associated with pund delay programs) have on NAS-
wide simulation results. This paper also determineshe combinations of design days and
iterations per design day required to achieve convgence of NAS-wide estimates for a given
confidence level when the four factors within the madel are perturbed. The conclusions of
this paper are that averaging across design days gvides a high level of confidence in the
results up to a point but for even higher levels ofonfidence it becomes important to include
iterations in the experimental design. The four fators added an additional 37% NAS-wide
delay to the model results. We expected the four faars to increase delay in model results as
some of these factors were not previously modeleché are new forms of delay. The factor
that contributed the most to the variability of NAS-wide delay was the program rate
forecasts associated with ground delay programs.

. Motivation

As Air Navigation Service Providers (ANSP) acroke globe invest in and deploy operational upgrades
alignment with the ICAO Global ATM Operational Camt [1], performance justification is required fitrese
investments [2]. Pre-deployment, these are fredydumtified at a national or regional scale thrbugodeling and
simulation (M&S) activities to estimate the perfamece impact of operational improvements. Oftensahe
improvements can deliver value through relativetlgal changes in performance thereby necessitatids M
capabilities capable of differentiating the effeaft the proposed improvement from the effect of niiode
variability.

One area of modeling variability which current M&®actices attempt to compensate for is the variaitio
performance occurring across days [3-4]. This j@clly accomplished through the use of a carefsdiiected set
of days seeking to be “representative” of the NaloAirspace System (NAS) performance across angyear.
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These selected days are referred to as design Samslations are then performed on the design dagsstatistics

are obtained to characterize the performance uadmseline and a treatment case. Current practiogiel each

day in the set of design days once, with averagargss all design days to yield annual estimatggedbrmance.
The concern with this process is that:

1. Each design day represents one specific instaneéhaf could have happened in the NAS on that day an
does not consider the many small perturbations lwhigpact the NAS daily (e.g. an aircraft taking tife
minutes later due to a slow boarding process omiagraft’'s trajectory being adjusted because runway
configurations were changed ten minutes earlien tigpected). Certain design days, such as days when
portions of the system are operating at or neamlaafp are expected to be more sensitive to these
perturbations than other design days.

2. Creating design days is an interactive and timesgoning process, so simply creating additional dedays
to improve the confidence of the model results a¢ always economically feasible. However, it may be
possible to improve the confidence in model resbiisperturbing available design days multiple times
instead of creating new design days.

3. Some input factors are not available and not maljede increasing the number of design days will not
capture their effects on the output.

When providing perturbed input to individual desidpys, one must decide how many iterations of eéasign day
to perform in order to obtain suitably narrow cdefice intervals for any chosen confidence level.

Il. Objectives

The objectives of this report are to:
1. Identify the impact that intra-day perturbationsl didelity of select input data have on NAS-widmslation
estimates.
2. Determine the combinations of design days andtiters (i.e., perturbations of each design day) ireguto
achieve convergence of NAS-wide estimates for argionfidence level.

lll.  Approach

systemwideModeler is a fast-time, discrete-event simulatiool tdeveloped by the MITRE Corporation to

simulate air traffic and its interactions with v@rs elements of the NAS[5]. A typicaystemwideModeler
simulation consists of tens of thousands of flightsgressing along four-dimensional trajectoriesponding to
constraints imposed by capacity-limited resourdes dirports and en route sectors. BecayseemwideModeler is
a deterministic model, uncertainty must be repriestthrough changes to model inputs over a sefissraulation
runs. With run-times in the tens of minutes, parfimg a sufficient number of simulation runs to assthe impact
of uncertainty on NAS performance has previouslgrb@émpractical. Advances in multicore architectuhesre
enabled parallel processing of simulation runs ¢arge enough scale to facilitate Monte Carlo asialypy varying
model inputs[6]. Model inputs now no longer need&treated as constants but instead can be rapcemelcted
from statistical distributions, providing a greatgrderstanding of their impact on model results tedrelationship
the input variables have with one another.

Perturbations contributing to model sensitivity

This paper examines the delay impact of four fact uncertainty upon NAS performance: (1) air iearr
delays, (2) ground delay program (GDP) arrival fatecasts, (3) timing of airport configuration clgas and (4)
sector workload limits. These four factors are knotw affect system performance, but processing tcainss
previously limited the extent to which they could studied. Now thasystemwideModeler can facilitate a much
larger number of runs on a parallel processingitacture, the ability exists to more accurately suga the effect
that these factors have on simulated performancasbigning a distribution to each factor and cotidga Monte
Carlo analysis.

Air carrier delays and delays due to GDP arrivé farecasts are new inputs of delay not previoustgeled
in systemwideModeler. They were expected to increase mean défayise model results. The timing of airport
configuration changes and sector workload limitsrevalready represented systemwideModeler, so adding
variability to these factors was expected to inseethe variance of system performance but was xpected to
affect mean delays in the model results.

To represent the impact of these factors on NASop®ance, input parameters sgstemwideModeler were
varied with each simulation run. A distribution feach parameter or set of parameters was creatst lmn
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historical data sources, such as reported camtkrreed delays, or through an understanding of ®rbming
introduced, such as for the timing of configurationanges as explained below. For each design dag be
simulated, perturbations are created by randomlgceg from the distributions for the parametemsoirder to
provide perturbed input to the model.

Air carrier delays

Fig. 1 illustrates air carrier delay distributiofts six of the Core 30 airports which were obtdinesing air
carrier delay data from the Bureau of Transpontattatistics (BTS) databases for the seven lafg8starriers.
The air carrier delay data collected by BTS represdelay “due to circumstances within the airBrentrol (e.g.
maintenance or crew problems, aircraft cleaningyghge loading, fueling, etc.f. The figure describes the air
carrier delay for only those flights that were sdbjto a delay. To approximate these distributi@msempirical
NAS-wide carrier delay distribution is applied. TRAS-wide carrier delay distribution was createddoynbining
the distributions from the six individual airpoitgo a generic distribution. By assuming that airrier delays are
imposed prior to the flight pushing back, we caavdfrom the distribution to determine how muchcarrier delay
to impose upon flights prior to the execution af gimulation. It is recognized that carrier-induckedtaly may occur
post-pushback in the real world, but for the pugsosf simulating this delay we imposed it pre-pasikbin the
model. The air carrier delay to be imposed on dhgit is the result of two independent draws, omeletermine if
a flight is subject to a carrier delay at all (18rgent chance), and a second to determine the dielay the
distribution.[8]

GDP arrival rate forecasts

A GDP is implemented at an airport due to inclemeaather, an aircraft incident, closed runways theo
factors that may impact arriving traffic. A GDP uegs the actual rate at which aircraft arrive &t dirport. In
anticipation of the reduced airport capacity, agpam rate is issued when a GDP is first scheddied. program
rate is equivalent to the forecast of the Airporcéptance Rate (AAR) used by Air Traffic ControlT@) to
manage arrival flows to the destination airport.

A GDP is issued when the ATC System Command CEAEECSCC) broadcasts an advisory, which defines
the GDP program parameters, along with a dynangbtflist informing system users (e.g. airline disghers and
ramp controllers) and the departure Air Traffic @ohTower (ATCT) of the specific Expected Depad@learance
Time (EDCT) for each flight being delayed by the EDrhe program parameters in the advisory inclime t
planned GDP start time, planned GDP end time, haghtogram rate associated with each hour duriegtbgram.
The departure airport ATCT is expected to managetrhffic flow so that each flight with an EDCT defs the
airport within a few minutes of that EDCT time.

Because the program rate issued by the advisoay imdependent forecast involving professional jodgt,
there is a possibility that the rate may not cqroesl to the actual AAR in effect during the GDPeTratio of the
program rate to the AAR is called the GDP arriakrratio. It is an indication of how accuratelg frogram rate
forecasts the AAR. A GDP arrival rate ratio of dne@icates that the program rate was the same asARe A GDP
arrival rate ratio less than or greater than omficates that the program rate underestimated otestimated the
AAR, respectively.

To model the GDP arrival rate ratio, we collectéde fyears of data from the FAA’s National Traffic
Management Logs (NTML) and Aviation System Perfanoe Metrics (ASPM) databases. From this data we
determined that eight airports were impacted by GI& more than 2.5 percent of the hours overfihe years.
These airports are Newark Liberty International MWLaGuardia (LGA), San Francisco InternationalF@$,
Chicago O’Hare International (ORD), John F. Kennddiernational (JFK), Philadelphia InternationalH(B,
General Edward Lawrence Logan International (BQ®) Hartsfield-Jackson Atlanta International Airp(&TL).
The GDP patterns for each airport are unique, smddel the GDP arrival rate ratio, we created atrppecific
distributions using the following steps:

1. Determine if a GDP occurs at an airport based anlbrau of hours of Visual Meteorological Conditions

(VMC) for the day. We determined that the likelildoof a GDP occurring on a specific day is highly
correlated to daily VMC hours, with correlation was ranging from -0.85 (ATL) to -0.94 (BOS).

* Research and Innovative Technology Administratio:§. Department of Transportation, “Understandirey
Reporting of Causes of Flight Delays and Cancelfes,
http://www.bts.gov/help/aviation/html/understandimml#g3, August 16, 2012
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2. Calculate the length of time that the GDP will besffect based on the number of VMC hours for thg. d
We found the daily VMC hours was strongly corredate the length of time that a GDP is implemented,
with correlation factors ranging between -0.71 ($ED-0.93 (PHL).

3. Calculate the start time of the GDP based on tne ©f day. We found that the start time of a GDP is
highly correlated to the time of day, with GDP’pigally occurring in the afternoon.

4. Calculate the length of time between when theahiidvisory was sent by the ATCSCC and when the
GDP was implemented. We found that the initial ady was often issued at the same time as the GDP
was being implemented, but could be issued upxtbairs in advance of the GDP start time.

5. Calculate the GDP arrival rate ratio. By comparihg program rate from the NTML data with the AAR
published in ASPM, we were able to determine thePGibrival rate ratio. We anticipated that the paogr
rate would become more accurate the nearer thedstrevas made to the actual GDP implementation time
However, this was not always the case. For exangl&EWR the average GDP arrival rate ratio remains
close to 0.9 even when the forecast time is vemlisfor even equal to zero), as shown in Fig. 2WeWe
believe that EWR under-estimates the program mteafctical reasons including having the capaaity t
deal with unscheduled pop-up flights. Similar olvagipns were made at the other airports. However, t
forecast under-estimation patterns were not asdisas at EWR.
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Figure 2 — Mean GDP Arrival Rate Ratio at EWR for 2007 - 2011

The output from these steps was an event log didtie airport, time of initial forecast, GDP stame, GDP
end time, and GDP arrival rate ratio. The eventisogreated at the start of each model run and asexh input for
systemwideModeler.

Within systemwideModeler, a Merging and Spacing (MAS) resource isduto deliver flights to an arrival
airport according to some arrival rate. A separasource withirsystemwideModeler compares anticipated airport
demand and capacity profiles to determine a sckeofubrrival rates to be used by MAS. The schedilarrival
rates used by MAS is modified by the GDP arrivéé f@recast in order to model the overestimatenolevestimate
of the GDP program rates.

Timing of runway configuration changes

Ceiling, visibility, and approach information prdeid by ASPM is used to determine which runway
configuration is in effect each quarter hour. Doetlte discrete nature of the data, the actual timg a runway
configuration could have changed is equally likielyhave happened anytime within the quarter hohe fiming of
runway configuration changes is important becausar have a significant impact on the airportisazity. Airport
configurations are not explicitly representedsystemwideModeler. Instead, representative configurationsidles
the airport capacity in visual, marginal (MMC) antstrument meteorological conditions (IMC). Themrefoa
uniform distribution over the quarter hour leadimg to the configuration change was used to adhesttime of
configuration changes as schedulegyisiemwideModeler input.

Sector workload limits
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The number of flights that a sector can handleejgsethident on the workload associated with eachtfligach
flight entering a sector has some set of tasksrhatt be performed by the sector air traffic cdnteam. Each of
those tasks has a task time. Those task timewuarmed to build a profile of the work that the aaftic controller
must carry out over time. When the projected amadmwork that would have to be performed by thetodter
exceeds the capacity to do work, flights requediingnter the sector must be delayed in an upstsestor until the
controller can accommodate the workload createthalyflight. InsystenwideModeler, the parameter governing the
controller's workload limit was drawn from a digation of historical workload data that identifiechat the
workload levels were when the sector control needeswitch from two to three controllers. The distition is
provided in Fig. 3 and the average sector workli@it was calculated to be 795 seconds, which wesdector
workload limit used for all sectors in the baselines.

Design of Experiments

Using systemwideModeler, six cases were tested — a baseline casewlo factors were perturbed, one case for
each of the four factors previously described, andvary all” case where all four factors were pdrad
simultaneously. A single model run was conductedefach of the 36 design days in the baseline damethe
remaining five cases where factors were perturh8@, iterations of each of the 36 design days wenefor each
case. This resulted in 18,036 runssgftemwideModeler. For each run, the NAS-wide delay was mesbsand
summarized in the “Results” below.

V. Results

Model sensitivity to individual perturbations

Fig. 4 below summarizes the results from all @& #imulation runs. The results in Fig. 4 have bsmted by
design day and delay. From this figure it is pdssib compare the variability of model results a@sroesign days
when no factors are perturbed (i.e. the baselirse)cas well as the variability to delay results doghe 100
perturbations of each factor across each design Tagre is a large range of delays between desiys,keven
before any perturbations are included. For exartipebaseline delay for Design Day 23 (3.97 minilight) is
roughly three times the amount of delay for Dedizpy 34 (1.32 minutes/flight). We can see that iheng of
runway configuration changes has only a small impacmodel results, and that the GDP arrival ratedasts add
the largest amount of variability to model reswitshe four factors. The air carrier delay and sectpacity factors
have less impact on model results than the GDRahmate forecasts, but these two factors add diblatywas not
previously simulated.
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Figure 4 — Impact of Individual Runs onsystemwideModeler Results

Fig. 5 below is a boxplot showing the range irutisswhen each factor is perturbed independenthe impact
from design day variability was removed by caldalgtthe change in delay as a percentage of basgditag. The
whiskers of the boxplot represent the minimum arakimum percentage of delay, the top and bottonhefltox
represent the Z5percentile and 75percentile percentages of delay and the line tittahe box represents the

median.
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Figure 5 — Impact of Factors onsystemwideModeler Delay
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Air carrier delays and GDP arrival rate forecasts @uses of delay not modeled in the baselinesaratid to
the output NAS-wide delay — on average 19 percedtfapercent of additional delay per model runpeesvely.
The configuration change and sector capacity (veadkllimits) were modeled in the baseline, but withany
distribution applied to them. While the timing afrdiguration changes had little effect on NAS-wididay, when
the sector workload limits were perturbed, using distribution outlined in Fig. 3 above, the reisigitdelay was
always higher than the delays calculated in thelbas case. On average the sector workload limitupeations
added an additional 12 percent of delay to the meilts. Sectors can be thought of as a seriepiefies that
aircraft need to pass through when traveling t@r thesitnation airport. Therefore a distributiorpigd to the sector
workload limit will mean that some sectors will Assigned a workload limit lower than average. Ttsesztors act
as bottlenecks and the backup they cause has riggfdets throughout the NAS. We confirmed this tesy
rerunning the analysis with an adjusted sector i@axk limit distribution that had the same meantes driginal
distribution, but a standard deviation reduced BypBrcent. Again delay was consistently added eoréisults, but
the increase was 2 percent of delay - significalels than the 12 percent of delay obtained froendtginal
distribution. Sectors with low sector workload ltehave a large impact on delay because reroutingtibnality
was not used in the model runs. Rerouting is abilto real-world operations, so the extent of tetay is likely a
modeling artifact ofystemwideModeler.

The vary all case highlights the sensitivity of rabdesults when all four factors are varied togethed
independently. For each factor, the perturbatignsied to each iteration are identical in the fadpecific case to
the perturbations applied in the vary all case. iRstance, if flight 1 is given 45 seconds of pustibdelay in
iteration 1 of the air carrier delay runs, it is@lgiven 45 seconds of pushback delay in iteratiaf the vary all
runs. (In contrast, flight 1 is given no pushbaehag in iteration 1 of the sector workload limitheibecause air
carrier delay is not the factor being varied.)

In the vary all case, NAS-wide delay averages ¥te# more than in the baseline case. This is @neept
greater than the sum of average percentage of ftelaythe carrier induced (19 percent), GDP arries forecasts
(5 percent), sector workload limit (12 percent) andway configuration (0O percent) delays. The staddleviation
of delay added by the vary all case is 0.2 pertzyger than the standard deviation of the delayedduy the four
factors independently. It is not surprising that ttelays added by these four factors are largelgpgandent of one
another. The four factors generally affect diffénearts of the system being modeled. Air carridaylaffects delay
at flight pushback. Airport configuration changendis affect airport capacities. Sector workload témaffect
congestion in en route sectors. Only GDP arrivéé farecasts directly affect elements of the systiractly
impacted by other factors. The GDP arrival rateedasts affect the delivery rate of arrivals to #féected
destination airport. If the timing of configuratichanges is varied at the same time as the GDiakraite forecast,
both could be affecting the airport capacity. Begathe impact of the timing of configuration schiedthanges is
small, the interactive effects are negligible. hikse, if the GDP arrival rate forecast results iteas densely
populated arrival stream, more delays may neecdetaldsorbed prior to pushback from the origin airpahich
could interact directly with the pushback delay aspd on flights to represent air carrier delay.

Model sensitivity to all perturbations

Now that a greater number gfistemwideModeler simulations can be performed simultaneoustyusing
parallel computing capabilities, conducting largemniers of iterations in conjunction with multiplesign days has
become a feasible option for introducing uncertaifiherefore we want to understand how the seitsittf NAS-
wide delay results can be better managed using ioatnins of design days and iterations (i.e., numbke
perturbation runs per design day).

We did this by determining the range of possiblerage NAS-wide delay results when using a spegifibber
of design days and iterations. We used the 3,60feions calculated in the vary all case as oupsaifmom which
to draw.

First, we determined the range of possible avehfy8-wide delay results when varying the number egign
days and keeping the number of iterations congtanhe. We did this by randomly selecting differgraups of a
set number of design days, and choosing one iberditir each design day in the group. Next, the ayerof the
NAS-wide delays across each iteration in the grags calculated. The value for the average NAS-vddiy
varies based on the design days and iterationstsdleThe set number of design days was varied tinento 36
and the process was repeated 1,500 times per desigin days, giving us (36 * 1,500 =) 54,000 agerd AS-wide
delay values to work with. We then calculated thepBrcentile and 95percentile average NAS-wide delays from
the 1,500 results for each set of design days aeskpted the results in Fig. 6 below. When revigwirese results
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it is important to remember that this study wasthah to a total of 36 design days and had to asshatethe “true
mean” is the average NAS-wide delay taken fron36€0 vary all model runs.

As expected, the ranges of possible average NA8-daday results converge as the number of desigs that
make up the average increases. For example, whgrusimg one model run of one design day from taey\all
case, the range of possible results betweentem8 98' percentile is anywhere from 1.51 to 5.14 minutiegif of
NAS-wide delay, but taking the average delay of iv@mation across 36 design days reduces this rembetween
3.00 to 3.18 minutes/flight. The range of possildkies when using the baseline case is superimpged-ig. 6 to
highlight the delays added to thgstenwideModeler results due to air carrier delay, GDP atriate forecasts and
the variation of sector workload limits. The dottegks in the Fig. 6 represent the “true meantfar baseline case
(2.29 minutes/flight) and the vary all case (3.08utes/flight).
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Figure 6 — 8" and 95" Percentile Range of Average NAS-wide Delay Resultghen Design Days in the Sample
are Increased (Iterations = 1)

We are also interested in determining if simulgtmore iterations of a smaller set of design days still
achieve the same range of possible average NAS-gtiey results, since it is now cheaper to comphetdtiple
iterations than to create additional design daig. Fbelow shows how the sensitivity of the moeksults decrease
as the number of iterations is increased. We usedame process to generate the results presenkégl i7 as we
did for Fig. 6, with the only difference being tha¢ varied the number of iterations (between 1,500and 100) as
well as the design days. Similar to Fig. 6, thigife shows the"5and 9%' percentile range of all possible average
NAS-wide delay values resulting from a given numbgdesign days and iterations. From this figureoae see
that increasing the number of iterations has nedhilittle impact on the range of model resultsawtthe number of
design days is small.
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However, once the number of design days increasiisiently, the number of iterations becomes rigkly

more important, as shown in Fig. 8 below. Fig. @resents exactly the same data as shown in Figy. 30fthrough
36 design days except that the vertical scale bas bhanged to improve readability. This figurevehthat, after
30 design days, the number of iterations has areasingly greater impact on reducing the rangeossible results,
until the “true mean” is reached at 36 design days 100 iterations. This suggests that the rang®sdible results
would be better reduced by increasing the numbéerndtions than by increasing the number of desigys once
the set of design days consists of at least 30. daysexample, the range between theafd 95' percentile average
NAS-wide delay when using one iteration of 36 degslgys (0.183 minutes/flight) igorse than using 100 iterations
of 33 design days (0.169 minutes/flight) or 10atems of 34 design days (0.171 minutes/flight).
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Figure 8 — 8" and 95" Percentile Range of Average NAS-wide Delay Resulisr 30 to 36 Design Days when
Iterations in the Sample are Increased
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After evaluating every combination of design daws éerations, we were able to create the contbartdn
Fig. 9 below. Fig. 9 shows the combination of desilays and iterations needed to reach a givenicesif of
variation in model results. The coefficient of \adidn is calculated by dividing the standard désiaby the mean
of all possible results for a specified number ebign days and iterations. A smaller coefficientvafiation
indicates a smaller range of possible values r&lat the mean and a greater level of confidenaettte calculated
average NAS-wide delay will be relatively neartie tnean.
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Figure 9 — Coefficient of Variation for Design Dayand Iteration Combinations

V. Conclusions

This paper set out to determine the impact thaaiday perturbations and fidelity of select inpatadhave on
NAS-wide simulation results, and the combinatiohdesign days and iterations required to achieveremence of
NAS-wide results within a specified level of corditte.

This paper identifies the uncertainty associateth widding four NAS-wide factors that increase ddlaa
simulation - air carrier delay, GDP arrival ratedoasts, runway configuration change times andsewabrkload
limits. These factors were found to add delay teaign day of 19 percent, 5 percent, 0 percentl@ngercent,
respectively. When all factors were varied simwdtausly, it was found that delay increased by 3tq@rand that
the primary effects that the four factors have o gystem being simulated are nearly independeobh®fanother.
We found that most of the variation in NAS-widealad resulted from the GDP arrival rate forecast.

Previously we had kept capacities constant acribseetors, but found that NAS-wide delays increbaden
we added variation to sector workload limits. Sextoan be thought of as a series of queues thagineed to
pass through when traveling to their desitnatiopat. Therefore a distribution applied to the seetorkload limit
will mean that some sectors will be assigned a twaxk limit lower than average. These sectors adtodttenecks
and the backup they cause has ripple effects tihautghe NAS. Sectors with low sector workloaditinhave a
large impact on delay because functionality was us®d in the model runs to allow flights to rerotheough
adjacent sectors. Rerouting is available to realdvoperations, so the extent of this delay islliike modeling
artifact of systemwideModeler. Additional investigation is warranted tonfirm that the delays due to the sector
capacity perturbations are removed when the rergdtinctionality is switched on isystemwideModeler.

Using the uncertainty of these four factors, weenalnle to show how the range of possible averag8-Wile
delay results converges as more design days ack Wse were also able to show that, after 30 dedays, the
number of iterations has an increasingly greatgraich on reducing the range of possible results| the “true
mean” is reached at 36 design days and 100 itesatkor this study, “true mean” was defined asatherage NAS-
wide delay taken from the 3,600 vary all model rurisis suggests that the range of possible rewultdd be better
reduced by increasing the number of iterations thaincreasing the number of design days once éhefsdesign
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days consists of at least 30 days. For exampleathge between thé"snd 9%' percentile average NAS-wide delay
when using 1 iteration of 36 design days (0.183uteis/flight) isworse than using 100 iterations of 33 design days
(0.169 minutes/flight) or 10 iterations of 34 desidpys (0.171 minutes/flight). This is importantaese now that
parallel processing computer architectures havaced the processing time of each simulation rurag become
much cheaper to run multiple iterations than tatenew design days.

Finally, we created a chart (Fig. 9) to show thiatrenship between design days and iterations re¢de
achieve a given level of confidence in NAS-wide @iation results.
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