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ABSTRACT

Analog error correction in the form of bandwidth expansion
Shannon-Kotelnikov maps allow us to directly map a given
source symbol to multiple channel inputs thereby combining
source and channel coding into a single vector-valued map-
ping function. These joint source-channel codes have the po-
tential to approach Shannon’s optimal performance theoreti-
cally achievable (OPTA) with minimal delay and complexity,
but currently there are no theoretical constructions for how
to find them. This is particularly the case for dimensions
greater than two. This paper proposes a framework for ana-
log coding based on densely packing (hyper)tubes inside of
(hyper)spheres whereby the center line of the hypertube is a
bounded 1-D manifold corresponding to the image of our de-
sired encoder map. We show for dimensions two, three, and
four that this construction method provides extremely simple
yet powerful source-channel codes that roughly follow the
slope of the OPTA curve in the low SNR region. The tube
packing density decreases with increasing dimension which
may explain the increasing gap to OPTA as the dimension
Zrows.

Index Terms— Shannon-Kotelnikov, analog error correc-
tion, tube packing

1. INTRODUCTION

Joint source-channel codes (JSCC) are formed by merging
the source and channel coder into a single map such that the
source symbol is mapped directly to the channel input. These
direct maps, which are also known as Shannon-Kotelnikov
(SK) maps [1, 2], have the potential to achieve Shannon’s
optimal performance theoretically achievable (OPTA) with
single-letter codes in the memoryless case or minimal delay
otherwise [3]. When the source bandwidth is smaller than
the allowable channel bandwidth, we may create bandwidth
expansion maps whereby one source symbol can be mapped
to multiple channel input symbols allowing for error correc-
tion. In this study we focus attention on bandwidth expansion
maps applied to continous-valued source symbols and thereby
consider our SK map as an analog error correction scheme.

R. M. Taylor Jr. is also with MITRE Corporation McLean, VA 22102.

Previous work on bandwidth expansion SK maps includ-
ing theory and application can be found in such works as
[4, 5, 6] and references therein. Nearly all the works de-
scribe variations on a 2-D Archimedes spiral, but no general
theory is laid out for higher dimensional expansions. A 1:3
bandwidth expansion approach is given [7] which combines
a scalar quantizer with a 2-D Archimedes spiral, but the gap to
OPTA is quite large. Furthermore, nearly all research in this
area has focused on Gaussian sources, whereas we consider
uniformly distributed sources in this work.

Kravtsov et al. [8] were the first to present the begin-
ning of a theoretical framework for higher dimensional SK
maps. They proved that 1:n analog codes formed by densely
packing tubes inside a hypersphere led to performance gains
of n dB source-to-distortion ratio for each 1 dB of channel
signal-to-noise ratio (SNR) for uniformly distributed sources
in a additive white Gaussian noise (AWGN) channels in the
high SNR region. This performance slope follows the slope
of OPTA curves and is therefore worthy of consideration. Ziv
[9] showed that optimal bandwidth expansion encoding maps
vary as a function of SNR and therefore code selection will be
a function of the target channel signal to noise ratio (SNR). In
this work, we build on the tube packing concepts presented
in [8] and bring in basic concepts from differential geom-
etry of “thick” curves (or tubes) to design 1:n analog codes
for dimensions n = 2, 3, 4 that follow the slope of the OPTA
curve in the low SNR region and leave relatively small gaps
to OPTA.

The rest of this paper is organized as follows. In Section
2 we give brief mathematical preliminaries on differential ge-
ometry of curves and tubes and define OPTA. In Section 3 we
describe our method of code construction based on design-
ing “thick” curves of constant generalized curvature and give
simulation performance results in Section 4.

2. MATHEMATICAL PRELIMINARIES

2.1. Differential geometry of curves

A curve x is a vector-valued bijective function that maps an
interval I of the real line to a 1-D manifold M; embedded in
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n-dimensional Euclidean space such that
x:I—M;C R" (1

where x is called a parametric curve of class C" if x
is r times continuously differentiable. The curve x is
parameterized by « € I and x([) is the image of the
curve. A C" curve is regular of order m if for any o € 1,
{x'(a),x"(),...,x"™ (a)}, m < k are linearly independent
vectors in R™. We can define the Frenet frame for the curve x
as the set of orthonormal vectors e («), ..., e, (@) formed as

é(a)

ei(a) =x'()/[[x'(a)], ej(a)=
j—1

85(a) =xP(a) = 3 (xD(a),ei(a) Yeila) @

i=1

from Gram-Schmidt orthogonalization. The generalized cur-
vatures are the n — 1 real-valued functions x;(«) formed as

(ei(@), eit1(a))
[x(a)]
where (-, -) denotes inner product both in (2) and (3) and ||-||

is the Lo-norm. From (3) we can write a system of first order
differential equations known as the Frenet-Serret formula

xi(a) = an—1 3

[ei(a), - e (@) =[x (@)|Blei(a), - en(a)]
)
where B is a skew-symmetric matrix composed of the gener-
alized curvatures

0 x1(a) - 0 0

—xi(e) 0 - 0 0

B= : : - : :
0 0 e 0 Xn—1()

0 0 _Xn—l(a) 0

&)
The fundamental theorem of curves states that given n para-
metric functions x; € C" *([a,b]),1 < i < n with x;(a) >
0, Vi, there exists a regular C" ™! curve x which is unique up
to transformations under the Euclidean group. This means we
can translate, rotate, or scale the image of the curve (thereby
modifying the parameters of the map accordingly), and it will
not change the generalized curvatures. This will be a useful
property later in section 3.2 when we seek to optimize the
parameters of our encoder functions.

2.2. Global radius of curvature

The theory of curves above is not enough to establish our
method of tube packing since there is no inherent thickness
property of 1-D manifolds. We desire a mathematical tool
that will convey the idea of insulation and prevent our tubes
from self intersecting or bending too tightly. The global ra-
dius of curvature introduced in [10] (in the context of knot

theory) is one such way to ascribe an insulating radius about
the center line of a curve. The circumradius function of a
curve using tangent-point form can be written as:

) — [x(c1) — x(a2)]|
ploy, az) 2[sin Z(x(n) — x(az), x'(az))| ©

where Z(-,-) denotes the angle between two vectors, «; are
different arc-length parameter instances corresponding to dis-
tinct points on the curve. Squaring this function and eliminat-
ing the sine term we can write p?(av, o) as
glx(ar) — x(az)||*]|x"(a2) ]2

o) = x(a2) Pl (2]l - [fx(en) — o) <l
which is the form we will use in section 3. The local cur-
vature (first generalized curvature) can be obtained directly
from (3) or as reciprocal of the limiting case of the circum-
radius function as «y approaches ais. The global radius of
curvature which defines our tube radius is then simply

aﬁlflez plag,az) . (8)

Pg =

2.3. Optimal Performance Theoretically Achievable

In order to evaluate the performance of our analog coding
scheme we must use OPTA to relate the source reconstruc-
tion distortion D to the input channel power P as:

R(D) =nC(P) €))

where C'(P) is the capacity cost function [3] and R(D) is the
rate-distortion function [11]. For AWGN channel with noise
variance o and average power P we have C(P) = In(1 +
P/o?)/2. Since there is no closed-from expression for R(D)
given a uniform source with mean square error distortion, we
chose to approximate R(D) with the Shannon lower bound
[12]

R(D) > h(s) — %1n(27reD) (10)

where h(s) is the entropy of the source s, which for s ~
U0, 1] yields a source variance 02 = 1/3 and an entropy
h(s) = 0. See e.g. [11] for entropies of various source distri-
butions. Therefore, (10) reduces to R(D) > —In(2weD)/2
and the OPTA in (9) for our formulation reduces to the rela-

tionship:
1 P —n
D> —(1+— . (11)
2re o2,

3. ANALOG CODE CONSTRUCTION

In Fig. 1 we illustrate the three basic components of Shannon-
Kotelnikov source-channel coding: 1) encoder, 2) channel,
and 3) decoder. In our problem formulation we consider only
AWGN channels such that y = x+w where w ~ N (0,02 1)
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Fig. 1: Block diagram of Shannon-Kotelnikov joint source-
channel coding architecture. A source s is encoded to X,
passed through a channel to create y, and decoded to recover
source estimate S.

and only uniformly distributed sources s ~ U[0, 1]. The en-
coder is a curve as defined in section 2.1. In our formulation it
is composed of a scalar-valued stretching function «(s) with
a vector-valued folding function f that together maps contin-
uous source symbol s into channel input x as f : «(s) —
x. The decoder is a surjective map composed of an unfold-
ing function g containing a vector input with an unstretch-
ing function o~ '(-) that together maps channel output y into
source estimate & as g : y +— &. We let « = Ls (constant
uniform stretching) so that § = &/L.

3.1. Constant Curvature Curves

We restrict our attention in this paper to encoder curves that
have constant generalized curvature which means the terms
xi forv =1,2,...n — 1 in (3) and (5) are constants to be de-
termined. We can then generate the functional form of our
encoder maps x by solving the Frenent-Serret system of dif-
ferential equations in (4). The resulting curves, circumradius
functions, and first generalized curvatures as a function of the
unknown parameters for n = 2, 3,4 dimensions are given in
Table 1 where we make the assignments

t; = b*A% +2r%(1 — cos A)
to = A +7r2sin A
ts = 1 + 732 — r2cos(wyA) — 73 cos(wrA)

ty = riw; sin(w; A) + riws sin(wa A) . (12)

The circumradius function in the constant curvature case is
only a function of the difference between the two arc-length
instances which allows us to parameterize p(«y, 2) as sim-
ply p(A) where A = a1 — a. From L’Hopital’s rule we can
verify that the circumradius function collapses back to the in-
verse local radius of curvature function Xfl from (3) such
. —1
that ilino p(A) = x7 .

The 2-D curve is parameterized by 7, the 3-D curve by r
and b, and the 4-D curve by 71, 73, w1, and wy which are to
be determined in section 3.2. There will only be two degrees
of freedom for the 4-D case since it can be shown (as in [13])
that r3w? + raws = 1 and that the constant curvature curve
lies on a 3-sphere. Thus, without loss of generality we set
r? + 13 = 1 which means r; € (0, 1). Furthermore, we have

X PQ(A) X1

7 COS v 9 1
| rsina | " r

] | e |
b | t1(b? +12) — t3 r2 4 b?
r1 cos(wi )
r18in(wi ) t3 \/ﬁ
9 cos(wa) 23 — 12 TIWT T
9 sin(wsar)

Table 1: Encoder map x, squared circumradius function
p*(A), and first generalized curvature x; for n = 2 (first
row), n = 3 (second row), and n = 4 (third row) dimensional
analog codes.

wy = \/(1 —r?w?)/(1 — r?) which means w; € (1,1/r7).
Each of these curves also contains an additional path length
parameter L such that & = Ls where s € [0, 1] causing L to
act as a constant stretch factor [8].

The maximum likelihood (ML) decoder for the encoder
maps given in Table 1 is given by & = argmin Di(a) where

the squared distance Di for n = 2, 3, 4 between the observed
point and the closest point on the curve is given by

Di(a) = r? + [y [|* — 2r(y1 cos(@) + y2 sin())
Di(er) =1 + |ly|I* + a®b* — 2bysa

— 2r(y1 cos(a) + ya sin(a))
Di(a) = ri + 73 + [yl = 2r1(y1 cos(wia)+

ya sin(wya)) — 2ra(ys cos(waax) + ya sin(waar))  (13)

for each of the three encoder maps tabulated in Table 1. Al-
though the decoder functions are not closed form for these
cases, accurate closed-form approximations can be found.
For example, we can approximate the decoder for the 3-D

case as
oo {ys/b— b+

o J2w+¢ (14)

where ¢ = mod(atan2(ys, y1),27) and |-| denotes the floor
operator.

3.2. Optimization criteria for encoder parameters

Based on the results of [8] we know that packing density
plays a key role in the performance of analog codes. We select
the parameters of our encoder functions to maximize the den-
sity of the (hyper)-tube contained within the n-sphere such
that the packing density d is defined as

__ path length x (tube cross-sectional volume)

d
Volume of bounding n-sphere

5)
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r proposed 1:n analog codes

-—1:2 ‘code

&

n optimized parameters density
2 L=V2mr=1p,=1 0.707
3 L=3mr=1,b=.4,ps=116 0.476
4 | L=76817 =06,w =139 p,=.8| 0397

Table 2: Optimized parameters for curves in Table 1 by maxi-
mizing tube densities. It was noted in [15, 16] that the densest
3-D tube packing corresponded to b = .4 which matches our
result.
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Fig. 2: Dense tube packings computed from encoder maps in
Table 1 with optimized parameters shown in Table 2.

where the total path length is:

L
/ ' (@) de = L' (@) (16)

=0

since the constant curvature assumption makes ||x’(«)|| con-
stant. Since the volume of a (n — 1) sphere is V,,(R) = C, R"

where C, = 7"/2/T'(n/2 + 1) and I'(z) =

e f* 1 dt

0
[14], the packing densities for the three cases in Table 1 can
be written as dy = 2Lrp,/(7(r + py)?), d3 = 6Lp3/(pg +

x(0)—x(L)[)%, and dy = 8Lp2/(3m(y/ 71 r3+py)*) where
pg is the global radius of curvature defined in (8).

4. SIMULATION RESULTS

We select parameters that maximize the packing densities
through a naive exhaustive multi-resolutional grid search and
display these parameters in Table 2. In Fig. 2 we show surface
plots of the computed tube packings where in the n = 4 case
we plot the 3-D cross-section of the 4-D tube packing. Inter-
estingly, the cross-sections of each of the n dimensional tubes
tends to form sphere packings in the n — 1 dimensional cross-
sectional Euclidean space. Similar to the case with sphere
packing [14], the tube packing density decreases with in-
creasing dimension which may explain why the gap to OPTA
also increases with increasing n as shown in Fig. 3. Ex-
pressing the OPTA relationship from (11) in decibels where
SDRyp = 10log;y(c2/D) and SNRyp = 10log;o(P/o2)

(c) 4-D tube cross-section
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Fig. 3: SDR vs SNR of codes in Tables 1 compared to OPTA

we have

SDRyp < 7.5535 + 10nlog,, (1 4 105NRus /10) an

which is used to plot the OPTA curves against the Monte
Carlo generated performance curves of our constant curvature
analog codes in Fig. 3.
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