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Abstract

Communication using natural language is
remarkably efficient, by allowing reuse
(through the use of generative devices) of a
finite vocabulary to describe a potentially in-
finite set of situations. This vocabulary reuse
contributes to words having many related
senses (polysemy). Further, meanings can be
relatively vague or precise; in other words,
varying in their degree of specification of
meaning. [ suggest that these problems can
be addressed by developing a knowledge rep-
resentation which makes explicit the notion
of granularity. As the grain size changes, we
may fold certain distinctions, or split mean-
ings more finely. In this paper, I formalize a
theory of granularity and demonstrate how it
can be applied to problems of meaning rep-
resentation. Such a theory requires a world
model which provides a rich sortal differen-
tiation of entities based on the distinctions
made by natural language, including the rep-
resentation of meronymic structure and reifi-
cation. Granularity will be represented in
terms of structural operations defined as ab-
stractions. I illustrate how this applies to
problems of polysemy and vagueness in nom-
inalizations, where splitting and folding of
meanings are particularly evident.

1 INTRODUCTION

Natural language provides us humans with a very pow-
erful means of describing the world as we experience
it. Communication using natural language is remark-
ably efficient, by allowing reuse (through the use of
generative devices) of a finite vocabulary to describe
a potentially infinite set of situations. This vocab-

ulary reuse contributes to words having many related
senses (polysemy). Further, meanings can be relatively
vague or precise; in other words, varying in their de-
gree of specification of meaning. If every aspect of a
word’s meaning were made explicit in everyday com-
munication, communication would become very inef-
ficient. These properties of natural language commu-
nication, polysemy and vagueness/underspecification,
pose challenges for knowledge representation, in par-
ticular for lexical semantics, where the meanings of
words have to be represented.

Lexical ambiguity in natural language can be viewed
as falling into two disjoint categories: homonymy and
polysemy. A lexically ambiguous word is polysemous
iff it has multiple semantically related meanings. If a
word has meanings which are semantically unrelated,
those unrelated meanings are called homonymies. For
an examples of polysemy, consider (la-b). In (1a), the
bottle refers to bottle as a container; in (1b) it refers
to the contents.

(1a) Mary broke the bottle.
(1b) Mary finished the bottle.

For another example of polysemy, consider (2a), in
which the nominalization is ambiguous at least be-
tween a process reading (2b) and a result reading of
an object created (2¢). (The term “nominalization” as
used here means a noun or noun-headed constituent -
such as a noun phrase - which can denote something
event-like.) The result reading can be replaced by an
ordinary count noun where one exists, but a count
noun can’t be used in the process reading.

(2a) The painting lasted three hours.

(2b) The painting/*picture lasted three hours, because
they had to stop work that evening.

(2¢) The painting/picture lasted three hours, because
it was so flimsy.



In both (1) and (2), the shift in meaning involves
some inferential path which relates the default mean-
ing to the meaning expected by the predicate (e.g.,
“break” /“finish” in (1)). Clearly, the inferential paths
involved in these examples encode some notion of per-
spective shift.

It is worth noting that perspective shifts can also re-
sult in information being lost. This is seen in each
of (3a-c) (adapted from [Pustejovsky 95]), where the
nominalization appears to denote both a process and
a result object:

(3a) The house’s construction was finished in two
months.

(3b) John’s construction of the roof frame for the house
was done yesterday.

(3¢) John’s construction of the roof frame for the house
was done yesterday, and even though it took seven
hours to get done, when it was done, it looked real
good.

Such readings are underspecified with respect to
whether we are dealing with a process or a result ob-
ject.

There are numerous other cases where perspective
shifts across basic ontological categories can occur, as
when we shift from describing a meeting in terms of
(say) a time interval to a description in terms of spe-
cific instants, as in (4a) (from [Pianesi and Varzi 96]),
or from a description of a pencil point as a point to its

being a surface, as in (4b) (from [Asher and Vieu 95]):

(4a) That’s how they met: af a certain point, John
asked the waiter to invite her at his table; the next
moment she was sitting in front of him.

(4b) The point of this pencil is actually an irregular
surface with several peaks.

It is clear, then, that the examples in (1-4) all involve
a shift in perspective. Shifts in perspective, in turn,
reflect efficiencies in reasoning processes. Collectively,
these examples suggest that it may be helpful to view
efficiencies in language as a reflection of efficiencies in
reasoning processes. Such efficiencies are very closely
related to Hobbs’ notion of “granularity”: [Hobbs 85]
suggests that in the course of reasoning we conceptu-
alize the world at different levels of granularity, and
that in a particular reasoning process we distinguish
only those things that are relevant to that process. As
[Hobbs 85] puts it, “our knowledge consists of a global
theory together with a large number of relatively sim-
ple, idealized, grain-dependent, local theories, interre-
lated by articulation axioms.” In any given situation,
a granularity is determined, allowing the local theory
to be selected. Since the local theory has a smaller,

less complex ontology than one which would obtain if
all predicates were always relevant, there is more hope
of exploiting computationally tractable reasoning pro-
cesses.

In what follows, I will show how problems of poly-
semy and underspecification can be addressed by a
theory of reasoning which makes explicit the notion
of granularity. The overall idea is that as the grain
size changes, we may fold certain distinctions, or split
meanings more finely. This idea complements exist-
ing work, providing a foundation for looking at prob-
lems in natural language semantics in terms of a the-
ory of reasoning processes. In current approaches to
semantics for natural language processing, cases of
meaning shift like (1-2) are handled by some form of
type coercion, involving, e.g., lexical rules defined over
typed feature structures [Briscoe and Copestake 91],
or [Pustejovsky 95] building it into the combination
operations (e.g., function application) used to assem-
ble phrases and sentences out of words. Thus, a system
would have “container/contents” rules. The account
I propose here does not seek to supplant these tradi-
tional rules; rather, I suggest that such rules are part of
a more general inferential process involving granular-
ity shifts. However, I go beyond previous approaches
to address cases like (3) as well in terms of granularity
shifts. Thus, in applying a theory of granularity to
problems of lexical semantics, I will characterize the
representational requirements in more abstract ways,
providing a relatively problem-independent classifica-
tion of the inferential procedures needed.

For reasons of space, I confine myself here to illus-
tration of this 1dea with respect to problems of poly-
semy and underspecification in nominalizations, such
as (2) and (3). This allows us to focus on the repre-
sentation of event structure in the ontology, which al-
lows us to make relatively precise certain key distinc-
tions we have described informally, such as “event”,
“process”, “result”, “process or result”, etc. The ex-
tension to (4a) will follow from this; the extension
to (4b) requires some analysis of mereotopology (cf.
[Asher and Vieu 95]), which we leave to future work.

In order to analyze the above phenomena, we have to
first represent some of the distinctions which natural
languages make of the world, which we take up in the
next section.

2 ONTOLOGICAL DISTINCTIONS
FOR NATURAL LANGUAGES

Following [Bach 86], let us define a join relation U in R
over the entitiesin D, so that if ¢1 and ¢2 are entities,
q1U¢2 is also an entity. (For convenience, terms given



a definition in our ontology will be boldfaced, except
when it’s obvious that it’s the technical sense that’s
intended.) The inclusion ordering relation =<, which
defines a join semilattice over the set of entities, is:

Definition 1 (inclusion) ¥(q1,4¢2) ¢l < ¢2 = ¢1 U
42 =q2

Among the sorts of entities are time periods and in-
dividuals. Instants will approximated as very short
time periods (of course, alternative approaches, e.g.,
treating instants as primitive and defining intervals in
terms of them, [Dowty 79], are clearly possible). Both
objects and eventualities are subsorts of individu-
als.

Eventualities are further subdivided into the Vendler
[Vendler 67] sorts of states, processes (activities),
accomplishments, and achievements (the latter
three subsorts will be called events). As a notational
device, we will use sortal variables ¢1, ¢2 to stand for
entities, 1, t2 for time periods, z, y for individuals, v1,
v2 for eventualities, e for events, p for processes, s for
states. Processes differ from other events in that
if a process p (like John’s walking) occurs in period
t, it must also occur for every proper sub-period of ¢
(this definition excludes gapped processes). Accom-
plishments are events e of which the primitive pred-
icate culminate(e,?) can hold. (Intuitively, an event
culminates in ¢ if at the end of ¢ the event has fin-
ished.) Achievements are instantaneous accomplish-
ments (instants here are very short periods). Both ac-
complishments and achievements are defined so that if
they occur over a time period t they may not occur in
any other time period t1 such that 1 < ¢.

In addition to representing individuals and time pe-
riods as subsorts of entities, we will also explicitly
represent sets as another subsort of entities. This is
needed, at the very least, to represent propositions.
A proposition p is usually conceived of as the set of
possible worlds where p is true. Here, a proposition
will be represented as denoting a set of times, namely,
the set of times in which the content of the proposi-
tion is true. As such, propositions can be viewed as
abstract individuals representing sets, and we there-
fore include abstract individuals as a further primi-
tive category. Facts (found in factive expressions such
as John admits that Mary came, or John admits to
the fact that Mary came) are simply true propositions

(following [Zucchi 93]).

Associated with a set S will be a special kind of ab-
stract individual called an individual correlate S
of the set, which is essentially an individual stand-
ing for that set. The concept of an abstract individ-
ual is relatively well established (e.g., [Chierchia 82],

[Link 83], [Hwang and Schubert 93], [Krifka 87], etc.).
Summation operators have of course been discussed
elsewhere in the literature, e.g., [Link 83], [Krifka 87],
[Landman 89]. For reasons of space, I forego a com-
parison here with these earlier works (see [Mani 97b]
for more discussion).

I now introduce one specialized inclusion relation:

Definition 2 (aspectual inclusion)
V(vl,v2) vl <w 92 = vl < v2 and vl is an aspec-
tually salient part of v2

By introducing the term “aspectually salient”, I am
recognizing that the inclusion relation might be dense,
in that an event may be broken down into an infi-
nite number of parts, corresponding to the dense lin-
ear ordering of the real numbers. In some instances,
we only want to consider subparts which relate to as-
pectual substructure of the event. Thus for example,
an accomplishment event which is an event of build-
ing a house can be broken down into two aspectually
salient parts, a preparatory process and a resulting
state. The resulting state overlaps with the event, and
can of course extend beyond it.

Now, I will define a ternary relation first described by
[Pustejovsky 95]:

Definition 3 (exhaustive ordered part-of (eop))
V(vl,v2,v3) eop(vl,v2,v3) =

vl <w v3 Av2 <w v3 A event_meets(vl, v2)

Avd = vl Uv2

A(Vvd if v4 <w v3, then v4 < vl Vvd < v2)

Thus for example, an accomplishment event al
which is an event of building a house will have a
preparatory process pl and a resulting state sl re-
lated by eop(pl,sl,al). For another example (from
[Pustejovsky 95]) the event el of killing can be viewed
as having a process (call it killing-act) pl and a re-
sulting state (call it being-dead) s1, related to el by
eop(pl,sl,el).

The eop definition relies on the following auxiliary defi-
nitions (here occurs - for events - and holds -for states
- are treated as primitives):

Definition 4 (happens) Y(v,t) happens(v,t) =

(i) v is an event and t is the mazimal interval over
which occurs(v,t) or (i1} v is a state and t is the
mazimal interval over which holds(v,t)

Definition 5 (event_meets) Y(vl,v2,t1,¢2)
event_meets(vl, v2) =
happens(vl, tl) A happens(v2,12) Ameets(tl,t2)
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Figure 1: Ontological Distinctions

Here, for any t1, 2, meets(t1,¢2) iff t1 ends before ¢2
starts, with no other period in between. In somewhat
more precise terms (derived in part from [Allen 81],

[Allen 83], [Allen 84]):

Definition 6 (meets) V(t1,t2) meets(t1,t2) =
(tle,t2s) such that tl ends attle and 12 starts at t2s
and tle precedes t2s and Vi3, (13 precedes tle) V (t2s
precedes 3)

Finally, we introduce an informal definition which says
that x is the result object associated with an eventual-
ity if it takes the patient role in the eventuality and it
is around during the time of the result state associated
with the eventuality:

Definition 7 (eventuality result-object (ero))
Y(v,z) ero(v,z) =

(s, p,t2,t1) such that happens(v,t2) A eop(p, s, v) A
patient(v)(x) A holds(s,t1) A exists_at(z,t1)

The sorts we have enumerated here are ordered by the
sortal ordering relation C. All the sorts, along with C,
are shown in Figure 1.

3 ANALYSIS USING
TYPE-SHIFTING OPERATORS

Now that we have represented certain key distinctions
in our ontology, we are in a position to analyze the
linguistic examples we began with. As mentioned ear-
lier, cases of meaning shift are treated in contemporary
approaches as involving some form of type coercion.
Prior to characterizing these in terms of granularity,
however, T will first provide a type-shifting analysis
based on the ontological distinctions introduced in the
previous section.

Before launching into this account, let me state cer-
tain assumptions. I assume that the meanings of nat-
ural language sentences can be represented by logi-
cal expressions, each of which has a denotation in
a world model. These logical expressions represent-
ing the meanings of sentences will be called “logical
forms”. T will have to assume that the reader has a ba-
sic familiarity with the lambda calculus [Church 41],
as well as the use of categorial grammars and type-
theoretic representations for the semantics of natural
languages (see [Dowty 79]). Finally, it may be helpful
if the reader has some familiarity with Davidsonian
semantics [Davidson 67], [Davidson 69], [Parsons 90],
though it is not essential.

Now, let’s return to (2) above. I will assume that there



is a basic reading of a nominalization corresponding to
a N constituent ( i.e., anoun-headed constituent which
combines with a determiner like the), as denoting a set
of events. Thus, the noun construction has the logical
form (5a), and the N construction has the logical form
(5b), where the arguments are filled (i.e., “saturated”)
from context.

(ba) Xe Az Ay [constructing(e) A agent(e)(y) A
patient(e)(x)]
(5b)  Aed(z,y)
patient(e)(x)]

Now, in many situations, (5b) is a perfectly satisfac-
tory representation of the meaning of (the N) con-
struction. Consider what happens when the grain size
shifts, causing the meanings to be split more finely.
We can define a type shifting operator which shifts
the meaning from an event to a process:

(6) x = AQAp3(e, 5)[Q(e) A eop(p, s, €)]

Applying this operator to (5b), we get the logical form
for the process reading (which we illustrated in (2b)),
where the nominalization denotes a set of processes:
(7)  Ap3(e, x,y)[constructing(e) A agent(e)(y) A
patient(e)(x) A eop(p, s, €)]

Likewise, we have a type-shifting operator 6:

(8) 6 = AQAz3e[Q(e) Aero(e, z)]

0 extracts the result object meaning (as was illus-
trated in (2¢)) when applied to (5b), and this is shown
in (9):

(9)  Az3(e, x,y)[constructing(e) A agent(e)(y) A
patient(e)(x) A ero(e, z)]

[constructing(e) A agent(e)(y) A

Note that although there are three possible polysemies:
process, result object, and result state, we never
get a three-way polysemy in a single use: we either
have process/result object (the construction), or we
have process/result state (the destruction). Given a N
expression like destruction, w extracts the result state
meaning when applied to (bb).

(10) w = AQAs3(e, p)[Q(e) A eop(p, s, €)]

Next, we turn to the cases of underspecified readings
of “process or result” in (3). Here, we define an un-
derspecification operator:

(11) 1 = AQAele = "xQ U "6Q)]

The result of applying p to (5b) is (12a), which when
expanded to (12b), reveals that it denotes a set of in-
dividual correlates of the set of processes and re-
sult objects denoted by the process and result object
readings, respectively:

(12a) pAed(z, y)[constructing(e) A agent(e)(y)
A patient(e)(z)]

(12b) Xellel = Ap3A(e, s, z, y)[constructing(e)
A agent(e)(y) A patient(e)(z) A eop(p, s, €)]

U Az3(e, &, y)[constructing(e) A agent(e)(y)
A patient(e)(x) A ero(e, z)]]

Likewise, there is another underspecification operation
which folds processes and result states:

(13) 9 = AQAele = "xQ U "w(]

Finally, we have an underspecification operator which
folds events and propositions:

(14) € = AQAe[e = "theQ U "compQ)]

where the = APte[P(e)] maps one-place predicates to
individuals, ¢ is the usual iota operator, and comp =
AP3e[P(e)] maps one place predicates to times.

It is worth noting that underspecification over indi-
viduals (such as individual processes or results) is but
one of a variety of different forms of underspecifica-
tion that have been studied in the literature, including
underspecified scope representations [Reyle 93]. The
approach to underspecification described here applies
only to underspecification over individuals.

4 GRANULARITY

Now, I will try to make good on my promise to charac-
terize type shifting operators in terms of more general
inferential processes involving changes in granularity.
In order to do so, however, I must first flesh out a the-
ory of granularity. Once I have done that, I will return
in the next section to the linguistic phenomena.

As mentioned earlier, [Hobbs 85] suggests that in the
course of reasoning we conceptualize the world at dif-
ferent levels of granularity, and that in a particular
reasoning process we distinguish only those things that
are relevant to that process, making other things in-
distinguishable for all practical purposes. In particu-
lar, Hobbs defines an indistinguishability relation such
that two domain entities & and y are indistinguishable
iff for all relevant predicates p, p(z) is true iff p(y)
is true. The particular level of granularity determines
which predicates are relevant. Thus, a theory in which
temperatures are distinguished to the nearest degree,
can, via an indistinguishability relation, be mapped
to one in which temperatures are distinguished to the
nearest 10 degrees (e.g., in the fifties). In any given sit-
uation, a granularity is determined, allowing the local
theory to be selected. When the grain size shifts, cer-
tain “articulation axioms” are used to map to another
local theory.



In general, a mapping which induces a change in gran-
ularity can be considered a special case of an abstrac-
tion [Giunchiglia and Walsh 92], which we will con-
sider here to be a total, surjective function from formal
languages £1 to £2. T restrict myself here to abstrac-
tions where the source and target language are the
same language £ (though there will be lots of appli-
cations - outside the scope of this paper - where the
languages are different formal languages). T will write
ff to mean an abstraction which uses a function y
to map a source logical form to an equivalent (deno-
tationally identical) target logical form, both drawn
from the same language L. Likewise, let F (or F.7)
mean an abstraction which maps a source logical form
to an entailed (or entailing) target logical form. As a
notational convention, I will drop the entailment su-
perscript if it 1sn’t specified. The notions of equality
of abstractions (based on extensional equality of op-
erators), identity, composition and inverse are similar
to those defined in [Giunchiglia and Walsh 92] (cf. pp.

370-71), for reasons of space, these are excluded here.

As [Giunchiglia and Walsh 92] also point out, Hobbs’
notion of granularity can be represented in terms of a
granularity abstraction which we define here as:

Definition 8 (granularity abstraction) An
abstraction }"f 1s a granularity abstraction iff

(1) FZ maps individual constants in L to their equiva-
lence class under the indistinguishability relation ~ in
L. (Thus, for any individual x in L, F7(x) = k(x)
where k(x) = {y such that x ~ y}.)

and

(1) F3 maps everything else, including the predicates
wm L, to itself.

Note that granularity abstractions may be particularly
prone to lose information, since elements which are
indistinguishable (given the context) are collapsed.

For problems of natural language semantics (which
[Giunchiglia and Walsh 92] do not address), it is im-
portant to establish whether applying an abstraction
to a logical form which is then combined with another
logical form is the same as applying the abstraction to
the result of the combination of the two logical forms.
If it is the same, then the abstraction preserves com-
positionality. I will call such an abstraction endocen-
tric, defined as follows:

Definition 9 (endocentric abstraction)

Given logical forms o, B in L, and a binary combi-
nation operator x which forms new logical forms, an
abstraction F, s endocentric iff

() Fy(o+ ) = Fy(a) + 3

or

(ii) Fy(a x 0) = Fy(5) x o

Among the abstractions we will introduce and exploit
are meronymic abstractions:

Definition 10 (meronymic abstraction) An
abstraction F, ts a meronymic abstraction iff Vo n
L,

(i) « denotes an entity q1, and F.,(«) denotes an en-
tity q2 such that ¢2 < ¢q1

or

(ii) o denotes a set of entities Q1, and F., () denotes
a set of entities Q2 such that ¥Yq2 in Q2 Jql in Q1
such that ¢2 < ¢l

Similarly, we can represent sortal abstractions,
whose definition is identical to Definition 10, except
that C is used instead of <. To distinguish meronymic
from sortal abstractions, and to indicate their direc-
tion, we will introduce another subscript, e.g., <F,.

It is worth noting that a meronymic abstraction which
maps an individual to its equivalence class under the
indistinguishability relation ~;, defined below, is a
granularity abstraction.

Definition 11 (indistinguishability under ")
V(z, y)r ~y =2 2 "a,y} and y < e, y}

The nature of the entailment varies with the abstrac-
tion. For granularity abstractions, we have upward en-
taillment =; for sortal abstractions - F, we have down-
ward entailment <. In other cases, the entailment, if
any, depends on the specifics of the logical form and
the abstraction operator.

Finally, we introduce a notion of grain size:

Definition 12 (relative grain size) V(«, 5) in L,
o is finer-grained than § iff there is an abstraction
rF~ such that rFy(a) = 3 and either

(i) R =<

or
(ii) R =C

5 TYPE SHIFTING OPERATORS
AND ABSTRACTIONS

We now return to the analyses of Section 3, but this
time with a characterization of meaning shifts in terms
of abstractions. We can define a family of meronymic
abstractions < ¥, , < ¥y, and <F,,, where the operators
X, 0, and w are as defined earlier in (6), (8) and (10).
None of these abstractions are endocentric, as the asso-
ciated operator takes an event-selecting predicate and



returns a process- (or result-object or result-state) se-
lecting predicate. In other words, each of these three
operators returns a functor which takes a more spe-
cific argument; and so, an abstraction using another
operator which expects the same sort of argument as
X, 0, or w won’t be able to combine with any of the
results yielded by these three abstractions.

The meronymic abstraction j}"f is endocentric, since
the operator p (defined in (11)) yields an individual
which is more general than its input individual and so
can combine with a wider variety of functors (e.g., both
process and result-object selecting functors) than the
input individual. Further, it is a granularity abstrac-
tion under the indistinguishability relation ~;. <F7
i1s part of a family of endocentric meronymic granu-
larity abstractions which apply to nominalizations, in-
cluding <75 and <F7 .

At this point, one may ask what has been gained by
characterizing the type-shifting operators above as ab-
stractions. We first address underspecification. It is
useful to characterize underspecification over individ-
uals as an abstraction instead of merely a type shift,
because granularity seems clearly involved - in particu-
lar, the concept of indistinguishability (e.g., Defini-
tion 11), which is absent from type shifting, obviously
applies.

The case for characterizing polysemy in terms of gran-
ularity is not very striking, but nevertheless there are
intuitively appealing grounds for doing so. Let’s say
the grain size shifts, so that the discourse shifts from
talking about an event to talking about a part of the
event (causing, in our view, the meaning of polyse-
mous nominalizations describing the event to become
more fine-grained). Type shifts in themselves have no
representation of the current “level of abstraction” of
the discourse (and consequently of the reasoning pro-
cesses), whereas the granularity characterization offers
the concept of grain size. Tracking the grain size, in
turn, can help constrain reasoning processes, as re-
vealed in investigations of research on “task-oriented”

dialog (e.g., [Grosz 77]).

The final reason for viewing these operations as ab-
stractions is methodological. In thinking of them as
abstractions and formalizing them, we are forced to
specify a meta-theory of these operations, which can
provide for an improved modularity in our reasoning
systems. Such a meta-theory tells us how expres-
sive the language for representing abstractions needs
to be, provides a classification of abstraction, speci-
fies what particular form abstractions can take, what
their truth-conditional properties are, and what their
effect on compositional structure is. Except for the
first question, the others have been directly addressed

in this paper.

6 RELATED WORK

This formalization of abstractions originates in the
work of [Giunchiglia and Walsh 92], who consider ab-
stractions to be mappings between formal systems,
which consist of a language L, inference rules D, and
axioms W. The abstractions defined here correspond
roughly to what they call “L/W invariant” abstrac-
tions, where the axioms are not distinguished from
the well-formed formulas of the language. There are
several major points of difference, however. First of
all, the discusssion in [Giunchiglia and Walsh 92] in-
cludes a syntactic classification of abstractions based
on the structure of terms in the logical form lan-
guage. For example, they distinguish Predicate Ab-
stractions, which map predicate names, Domain Ab-
stractions which map constants and function symbols,
and Propositional Abstractions, where the number
of arguments of a predicate can be decreased or in-
creased. Such a syntactic classification is not useful
for natural language logical forms unless the logical
forms are canonicalized in some form, e.g., in the form
of a Davidsonian representation where event predicate
symbols are monadic. Second, our abstractions are of
special interest to phenomena like natural language,
where composition plays a critical role. Finally, we
classify the set of abstractions in terms of particular
types of inferential paths, including those involving C
and <, making such abstractions very appropriate as
inference mechanisms in ontologies.

A formalization of granularity was proposed by
[Hobbs 85]. As we have pointed out earlier, following
Giunchiglia and Walsh, Hobbs’ notion of granularity
shifts corresponds to a special class of granularity ab-
stractions, some of which have been exemplified in this
paper. There are also several other accounts of gran-
ularity shifts. [Euzenat 95] discusses granularity oper-
ators, which are mappings on relations in a ontology.
In our case, abstractions have been defined as map-
pings among logical forms, with different kinds of ab-
stractions being characterized in terms of their deno-
tations. His account exploits complex relations which
are disjunctions of other relations, which in our frame-
work would correspond to individual correlates of
the sets corresponding to the complex relations. Fi-
nally, in contrast to Euzenat’s approach, which postu-
lates a number of fundamental algebraic properties of
granularity operators, our approach is based on having
abstractions specify explicitly their truth-preserving
properties.

Finally, there are references to the idea of granular-
ity in other work. For example, [Pianesi and Varzi 96]



discuss degrees of temporal granularity in event struc-
ture. The abstraction which shifts the perspective of
meeting from (say) time intervals to specific instants,
as illustrated in (4a), is characterized in their work
in terms of a “minimal divisor” on structures corre-
sponding to sets of events, where temporal differences
within the divisor are neglected. It may be char-
acterized in our approach in terms of a sortal ab-
straction. [Asher and Vieu 95] discuss perspective
shifts in spatial domains; the shift of perspective in
(4b) of “a pencil point” from a point to a surface
could be characterized in terms of abstractions, but
it first requires some representation of mereotopology
(cf. [Asher and Vieu 95]), which we will examine in
future work.

7 PRACTICAL APPLICATIONS

The motivation for this work is not entirely theoreti-
cal. In binding a NLP system to an application, the
meanings of natural language expressions have to be
mapped in a variety of different ways. A particular
module may choose to collapse certain distinctions or
to fill in and elaborate more detail for a particular
application program. Providing a theory character-
izing these mappings can remove a degree of adhoc-
ness and task-dependence in the design of the seman-
tics/pragmatics interface in a wide variety of differ-
ent tasks involving NLP, e.g., the business of con-
structing database queries, filling templates, generat-
ing a translation into a different natural language, and
translating commands into directives to a simulation

[Moore et al 96]).

The goal of developing robust ontologies capable of
being used for inference in a variety of applications
remains a challenge, since the concepts which need
to be represented in different domains vary greatly,
and the merging of disparate ontologies can be a
formidable task. Nevertheless, several trends sug-
gest that we are making progress towards this goal.
First, standards have been evolving for knowledge
exchange (e.g., [Gruber 93]) among different ontolo-
gies, as well as layered architectures for develop-
ing ontologies (e.g., [HPKB]). Second, there has
also been progress on standardization of ontologies
[ANSI]. Third, progress has been made in terms
of a meta-theory of primitives used in knowledge
representation systems [Guarino 94a], [Guarino 94b].
Fourth, there have emerged several large-scale ontolo-
gies [Mikrokosmos|, [CYC], where a significant degree
of reuse across applications is the norm rather than the
exception. Fifth, relatively fine-grained thesauri such
as [WordNet] (see also [Euro-WordNet]) continue to be
used in different applications, although their use is not

entirely problem-free. Finally, interesting techniques
have been developed (e.g., [Knight and Luk 94]) for
semi-automatic merging of diverse ontologies. All this
suggests that some day in the forseeable future we will
have rich large-scale semantic resources available, that
can be reused across applications.

When used for lexical semantics, such a resource has
the potential to give rise to massive ambiguity, unless
we can develop generative theories which allow for dy-
namic determination of the set of relevant meanings by
constraining our inferential processes to certain sub-
ontologies. Abstractions, defined as they are as onto-
logical operations, provide a generative mechanism for
deriving new granularity-shift-related meanings

This approach to granularity may be particularly use-
ful in tying more fundamental concepts in an ontology
to more domain-specific ones. For example, a natu-
ral language front-end to a battle simulation system
(e.g., [Moore et al 96]) may map words like attack or
approach to complex sequences of actions in the tar-
get simulation system (e.g., Attack Checkpoint Charlie
at 1500). To reuse lexical information across multiple
applications, it may be desirable to integrate a gen-
eral English lexical semantic ontology (where attack
may have several meanings, e.g., related to military
or medical situations, etc.) with an ontology for the
application (where attack maps to a particular bat-
tle simulation action). If the attack is to begin at a
particular time (e.g., Platoon 6, launch an attack at
0900 hours), the event structure of the general mean-
ing (i.e., that attacks are processes) is relevant. A
simulation may treat attacks as instantaneous events,
akin to achievements, and military units like Platoon
6 as primitive (point) objects, simplifying the speci-
fication of an attack, or it may be more fine-grained,
treating attacks as involving a non-infinitesimal time
interval, and units as having component objects, in-
cluding soldiers, vehicles, etc. (which may in turn be
realized as geometric shapes on a map). These map-
pings can be characterized as abstractions, which may
be reused in different ways for an NL system which
must talk to several different simulations (a not un-
common situation).

There are also other cases where this approach
may bear particular fruit. For example, a particu-
lar (transfer-based) machine translation system (e.g.,
[Nagao 87]) may represent just enough word mean-
ing in the source language to disambiguate its possi-
ble translations in a target language; a more interlin-
gual approach focused on problems of translation di-
vergences at the semantic level [Dorr 93a], [Dorr 93b],
[Dorr et al 94] may use fairly abstract representa-
tions of meaning, such as Conceptual Structures (CS)

[Jackendoff 83], [Jackendoff 90], [Jackendoff 91] (see



also [Zwarts and Verkuyl 94]). In applying my ap-
proach, a particular semantic representation of swim
used in a semantic-transfer oriented lexicon might be
decomposed into more “abstract” semantic represen-
tation used in more “interlingual” lexicons. We may
define (as in [Mani 97b]) an endocentric abstraction
which maps swimming into a particular kind of go-
ing event, which in turn allows certain path and man-
ner incorporation translation divergences [Talmy 85],
[Barnett et al. 94] (e.g., swim across the river ~
(French) traverser la riviere a la nage) to be resolved.
Thus, the same semantic lexicon could be used for mul-
tiple theoretical approaches.

8 CONCLUSIONS

This paper has illustrated how a theory of reasoning
processes based on the notion of granularity can be
used as a foundation to analyze certain problems in
natural language semantics. FEfficiencies in language
use, reflected in phenomena of polysemy and under-
specification, are viewed as mirroring efficiencies in
underlying reasoning processes. The overall idea is
that we may fold certain distinctions, or split meanings
more finely, as the grain size changes, in order to carry
out the inferences needed to communicate. As such,
the paper shows one way in which further synergy be-
tween the fields of knowledge representation and natu-
ral language semantics can be achieved. The synthesis
of ideas presented here is intended to stimulate further
discussion, and is fairly open-ended in scope. In the
future, we expect to continue to develop the theory,
and applying it to problems of lexical semantics in the
domain of spatial relations, in particular, exploiting
current work in mereotopological representations.
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