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Abstract

As cyber threats evolve, organizations increasingly need to defimestitategies for cyber security,
defense, and resilience. Cyber Prep is a threat-oriented approaalotiiatan organization to define and
articulate its threat assumptions, and to develop organization-agpeopailored aspects of a
preparedness strategy. Cyber Prep focuses on advanced threats, butales imaterial related to
conventional cyber threats. Cyber Prep can be used in standalone fashioandratused to complement
and extend the use of other, more detailed frameworks (e.g., the NIST Cybgré@amework) and
threat models. This paper provides detailed background on the Cyber Pregatogihao help systems
engineers and other analysts who are applying that methodology to understaaddtss and to situate it
in the larger landscape of cyber strategic planning and risk maeagéameworks and methodologies.
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Executive Summary

Over the past several years, the cyber threat ecosystem has gsizenand complexity. Reports of
major data breaches, concerted campaigns by persistent advanced actoeskatplates offering
malware and unpublished vulnerabilities have raised the awareness ofi@erneand business leaders
that cybersecurity risks and resilience in the face of cybekattaast be considered as part of enterprise
risk management. Cyber preparedness — preparedness to handle cybeasitastkas stealthy

malicious cyber activities over extended periods — has become anlip@gi@at the aspects of enterprise
risk management related to dependence on cyberspace.

The landscape of resources — frameworks, guidelines, information shdwoirg, @ihd commercial
services — related to cyber risk management continues to increaze amgicomplexity. These
frameworks and guidance vary in their underlying assumptions about tine oftiae cyber threat. Some
explicitly assume conventional threats. Others, while mentioning advancexdads threats, do not
consider the need for resilience in the face of ongoing, stealthy campaigresf&us on technical
solutions, while others emphasize operations. This diversity niakexy challenging for an organization
to determine which resources to use to define its cyber preparedatsgystr

The Cyber Prep methodology addresses this problem by providing a general apprdaaiidtrey an
organization’s “risk frame” — i.e., how it thinks about risk, particuladyagsumptions about threats and
its concerns about consequences — and its overall strategy for addilessipiger threats it faces. In
particular, Cyber Prep helps mature understanding of aspects of theeatiparsistent threat (APT),
providing motivation for technical investments and organizational esalulystems engineers and
organizational change management analysts use a small set of @m#questionnaires, analysis
guidance, automated tools) to apply the Cyber Prep methodology. Those instrareesupported by
frameworks for characterizing threat and preparedness as desctibischiaper.

Distinguishing characteristics of Cyber Prep include the waystthat i

» Looks at both théhreatthat organizations face and tmeasureshat organizations may take to
defend themselves, making explicit tie¢ationshipbetween these two components. Cyber Prep
enables an organization to articulate why it might be a target ofieglda@yber adversaries, to
develop profiles of its anticipated adversaries and characteria¢tale& scenarios and
consequences of greatest concern, and thus to motivate specific aspisatgber preparedness
strategy.

» Uses multiple dimensions to characterize both the attacker and defende

o For the Attacker, Cyber Prep considers Intent (e.g., goals such as firgaicial
geopolitical advantage), Scope (or targeting), Timeframe, and Caipabilihese are
driven by representative attack scenarios, which in turn are driveryagizational
characteristics (e.g., assets, missions, role in the cyber ecokyste

o For the Defender, Cyber Prep considers Governance (e.g., organizatiesil rol
Operations (e.g., proactive vs. reactive posture, stages of the cylogrliéécycle or
cyber kill chain addressed), and Architecture & Engineering (e.g., howdefitied the
security architecture is, how the organization approaches seaquiheering).

» Facilitates definition and articulation of threat assumptions and conesch&entification of
tailored mitigations, appropriate for the organization based on that fithis emphatically not
intended to serve as either a compliance vehicle, or a maturity nidded, while the
Governance, Operations, and Architecture & Engineering areas aribddsn an incremental
manner for the five preparedness strategies, Cyber Prep assuntles drganization will pick
and choose strategic goals based on such considerations as (i) size, anll legal, regulatory,
and contractual constraints and (ii) the threats of greatest conceenai@émization. This
contrasts with the all-or-nothing approach typical of compliance or matnadels.

\



» Can be used in standalone fashion and/or it can be used to complement, link anthexteadf
other frameworks. Examples include the NIST Cybersecurity Framew8ik) (@hd sector-
specific approaches such as the FFIEC Cybersecurity Assessmerth@doERT Resilience
Management Model and the DHS Cyber Resilience Review; and a varjgiypofetary
capability maturity models and frameworks.

Cyber Prep provides a toolset in the form of questionnaires, analysis guiddnhes, descriptions, and
pointers to other resources to help an organization identify the thfaegs, the consequences it seeks to
deal with, and the frameworks, guidelines, and cyber threat informatidngkéorts it can use.

Questions an organization should consider to orient to the threat include:
* What goals does a cyber adversary have (e.g., personal enrichment, gebpdlitintage)?
» At what scope or in what arena does the adversary operate?

* What are the likely capabilities and resources of the adversary §imply reuses freeware
malware, develops customized malware targeted at the organization)?

* In what timeframe does the adversary operate (e.g., episodic, long t¢agisttampaigns)?

After characterizing its threat, an organization can determingjles ind degrees of consequences that
would result if an adversary successfully achieves its goals.

Understanding adversaries and potential impacts helps an organizditientdestrategy. An

organization can use the characterizations of aspects of Governanagjddpeand Architecture &
Engineering to assess its current preparedness and to definmeitpogparedness strategy. An
organization that seeks to improve its overall cybersecurity postere sifirts by acquiring cybersecurity
products and tools, and then abandoning them because it lacks the expertisgentsiaff to use them
effectively, or because it failed to clearly plan or resource the proandt®ols to make them
operational. Cyber Prep helps an organization consider such interdependetst@igpeparedness as:

* Governance: What is the organization’s overall approach to defendimgtagder threats? How
strongly integrated is cyber risk management with other aspeatgamizational risk
management? Is the focus on compliance or pushing the state of the asdrtermge the APT?

» Operations: Is the organization simply reacting to incidents as tleeyrigeevident, or are cyber
defenders proactively engaging early and across the cyber attagkclé@ elow much does the
organization use threat intelligence in its operations? How integfatésolated) is the
organization’s cyber security staff with other key players suchl@r defenders, malware
analysts, and tool developers?

» Architecture & Engineering: How well defined, and integrated with miseperations, is the
organization’s security architecture? Are the organization'srégcapabilities focused on some
or all of the CSF core functions; do they go beyond the CSF and address aspduts of cy
resiliency? What is the organization’s security engineering orientati

The breadth of Cyber Prep — including adversary characteristics aagtehistics of different
preparedness strategies — can be used to identify the most relevant ahaspsets of other resources.
Some frameworks never articulate threat assumptions, while ohv@st assume an APT; some
guidelines only focus on cyber defense operations; some information sbffoing assume a specific
industry sector. Because organizations are often asked whether or hovwethsingrexisting frameworks
or maturity models, Cyber Prep can be used to index into a variety of othenioaks and models. Also,
Cyber Prep can link synergistically various other resources that docdisparate aspects of an
organization’s threat or defender perspectives (e.g., pointing to thedbneabnent of one, the
operations component of another, the governance component of a third). Mrssthdiaelative strengths
of those resources to be complementary, preventing the gaps or orgarizatevant aspects of those
resources from being weaknesses.

Vi
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1 Introduction

As the size, number, and variety of publicly acktemlged cyber attacks has increased, many
organizational leaders — Chief Executive Officéygency heads, members of corporate Boards — have
come to recognize that an organization that ionepared to deal with cyber threats is not exergigiue
diligence with respect to a class of expected rfigksillustrated in Figure 1-1, an increasing humined
variety of resourcésare offered to help organizations define and etecaistrategy for cybersecurity risk
management. The NIST Cybersecurity Framework (CHH2]) is one such resource, intended for use
by organizations in critical infrastructure (Clcters. However, while the CSF — like the multi-tier
approach to risk management created by the Josk Farce Transformation Initiative (JTF) — calls fo
an organization to calibrate its risk managemeategy to the threat it faces, it offers no guidaaon

how to do this.

These resources vary in their underlying assumgtidoout the nature of the cyber threat. Some dttplic
assume conventional threats. Others, while memigpadvanced adversarial threats, do not consiéer th
need for resilience in the face of ongoing, steatlimpaigns. Some focus on technical solutionslewhi
others emphasize operations. Any organizationgels to improve its preparedness for cyber threats
must navigate this increasingly large and compdexiscape of cybersecurity resources to determine
which resources will be relevant and useful. CyPr&p is a threat-informed risk management approach
which can be used as a stand-alone methodologyelaas to help organizations navigate this landsca

s

A — Threat Models = Threat Information
» Defense Science Board (shown) T .
n p—— « NIST SP 800-30 R1 * Threat rgpons (e.g., Mandiant as shown)
+ Cyber Attack Lifecycle or Cyber Kill + Cybercrime reports
e S Chain « Threat intelligence exchanges

« Information Sharing and Analysis Centers

- (ISACs) or Organizations (ISAOs)
Frameworks
*NIST Cybersecurity Framework (shown)
= Joint Transformation Initistive (JT1) Unified

Information Security Management Framework / Risk
Management Framework (RMF)

I +CERT Resilience Management Model
-Cyber Resiliency Engineering Framework

Figure 1-1. Organizations Must Navigate an I ncreasingly Complex L andscape of Cybersecurity
Resour ces

Cyber Prep recognizes that cyber preparednesgparganess to handle cyber attacks as well aslstealt
malicious cyber activities over extended periodigs become an integral part of cyber risk managemen
which in turn has become integral to enterprise management [3] [4] [5]. Cyber Prep provides a
methodology — a process informed by a conceptaatdwork and supported by tools — that systems
security engineers and organizational change mamagieanalysts can use to help organizations
determine their current preparedness posture, clieaize the adversaries which could be expected to
target them, identify the corresponding desiregp@redness posture, and develop a roadmap for moving
from the current to the desired posture.

1 See, for example, [5] [95] [96] [112].

2 The JTF publications, including NIST SP 800-39 IST SP 800-30R1 [26], NIST SP 800-37 [85], an&NSP 800-53

[38], represent a reasoned (albeit culturally @maging [54]) movement from compliance to risk maaragnt. Other frameworks
and models include the CERT Resilience Managememtdi(RMM) [12], MITRE'’s Cyber Resiliency Enginesg Framework
[63] [64], and cybersecurity maturity models [135] [22] [61] [19] [21] [16] [17] [18] [20]. Examg@ls of reports on the cyber
threat ecosystem include the Trend Micro Criminatlerground Economy series (e.g., [84]). Examplabrefat models include
the Defense Science Board’s model [27], as wethadels of the cyber kill chain [25] or cyber attdif&cycle [26] [94].

3 “Cyber risk management” is the management of cyisks, specifically risks due to malicious cybetidties (MCA) [77] as
well as risks due to dependence on cyberspace.r@ghkantersects with information security risls defined in NIST SP 800-
30R1 [26], in its consideration of MCA.



This paper is intended to serve as a referendbidse who apply Cyber Prep, e.g., systems engineers
organizational change management analysts, seybersecurity staff — for simplicity collectively
referred to as analysts. The Cyber Prep tools&ides a small set of instruments: a threat-oriented
guestionnaire and a preparedness-oriented quesiienanalysis guidelines which translate answeers t
threat-oriented questions into adversary charatiesiand then into recommended levels of different
aspects of preparedness, and worked examples. iristsgments are supported by the threat modeling
framework and the framework for characterizing prepness strategies as described in this paper.

As an expository device, Cyber Ptelefines five broad classes of adversarial thraadisfive
corresponding classes of organizational preparedstestegies. These serve as a basic orientatite to
idea that cyber preparedness must be threat-intbrir@move beyond these broad classes, Cyber Prep
defines adversary characteristics and three afgaeparedness strategies: Governance, Operasinds,
Architecture & Engineering. For each area, multgdpects (e.g., Governance Structure, SecurityRost
Assessment, Architectural Definition) are definasljllustrated in Figure 1-2. Cyber Prep enables an
organization’s approach to a given aspect to bévated by the characteristics of the adversaritcis.
Because of thisthreat orientation, Cyber Prep is not a capability maturity model. The level of capability

an organization seeks to achieve for a given aspect of preparednessis driven by specific characteristics

of its adversaries, and different characteristics drive different aspects of preparedness.

Cyber Prep

Adversary Organizational

Characteristics Strategy

Governance Structure,
Goals, Internal Integration,
Timeframe gg CGovernance Mitigation Philosophy,
Adaptability,

External Coordination

Sec Posture Assessment,
s Incident Mgmt, Threat Intel
Targeting Operations & Analysis, Forensic
Analysis, Training &

Readiness
Resources ATChitoct Py Architectural Definition,
S o oabilities [ Architecture Security Engineering
Methods i Engineering Orientation, Functionality,
Versatility

Figure 1-2. Cyber Prep Enables Aspects of Organizational Strategy to Match Adversary
Characteristics

Scope

Cyber Prep can be described and used with vangggees of specificity and detail. As Figure 1-3
illustrates, senior cybersecurity staff (e.g., fstlilectly supporting a Chief Information Secur@®fficer

or CISO) and analysts (including systems enginaedsorganizational change management analysts) can
use Table 2-1 and a few questions to identify Kegracteristics of adversaries which can be expdoted
target the organization, as well as consequencesnafern to the organization based on such faamits
size, sector, and role in that sector. They can tise Tables 2-2 through 2-4 to help identify misinas
between the classes of adversary the organizamasfand its current preparedness strategy, usinlgs

2-2 through 2-4. These materials aid in the prajmrand presentation of briefings on Cyber Prep to
organizational leadership.

4 Cyber Prep 2.0 updates MITRE's previous Cyber Prethodology [82] [83] [81], which has been usedtiner guidance [97].
Cyber Prep 2.0 provides more details in the aréftwreat, operations, and architecture & enginggnvhile maintaining the
original Cyber Prep approach of using five clasdfabreat. Aspects of governance in Cyber Premgeased on those in the
original Cyber Prep [83], but have been reorgantea@flect changes in practice and evolving guidafe.g., [58] [86]). For
readability, in this paper, “Cyber Prep” referlgber Prep 2.0.

2



Orient: Identify the Current Posture
' Table 2-1

Adversary Class Organization Strategy

% Identify Mismatches Between Adversary and Preparedness Table 2-2

Typical Characteristics of Organizational Tables 2-3. 4
’

A 4

<&z Clarify Assumptions and Key Aspects of Preparedness Sections 3-4

Typical Adversary Characteristics Preparedness Strategy

3 Adversary’s Capabilities, Intent, Targeting; ~ Organization’s Governance, Operations, ¥
= r%/)rganigation’s Concerns L Architecture & Engineering Tables 5-1, 2, 3

A 4

Fa Motivate and Articulate Elements of Organizational Strategy Table A-1

Goals, Scope / Timeframe, Stealth, Functionality, Incident Management,
Persistence, Effects Responsibilities, etc. Tables A-2 —

A-15

N T,

Figure 1-3. Describing and Using Cyber Prep

The materials in Sections 3 and 4 enable an orghoirto characterize its adversaries and congerns
more detail. These materials underpin the threetted questionnaire and the determination of kwél
adversary characteristics in the analysis guidslifie tables in Section 5 characterize an orgaoiza
overall strategy in terms of Governance, Operatiand Architecture & Engineering. These tables
underpin the preparedness-oriented questionnaigdition, analysts can use these tables to explai
different levels and aspects of strategy in a sitavay. Finally, the materials in Appendix A ungler
the determination of recommended levels of aspEqiseparedness in the analysis guidelines. That is
these materials motivate (in terms of adversaryasdtaristics) and articulate (in terms of aspetts o
Governance, Operations, and Architecture & Enginggspecific recommended approaches to
preparedness, thus helping an organization to dp\gebtrategic roadmap. Section 6 and Appendix B
give analysts a key to the maps provided by vardameworks and guidelines. Section 7 provides a
notional worked example. The rest of this Introdutsituates Cyber Prep in terms of the multi-tere
approach to risk management defined by the JTFodret contexts in which cyber preparedness can be
discussed.

1.1 Cyber Prep and the Multi-Tiered Approach to Risk Management

Risk management can be viewed as consisting ofdommponents: risk framing, risk assessment, risk
response, and risk monitoring [6]. Figureslitustrates the fact that in terms of the mulérgd approach
to risk management described in NIST SP 800-39Ggher Prep is intended primarily to suppisk
framingat the Organizational Tier, although it can bedusiethe Mission / Business Function Tier,
particularly when the organization is large ancedde. That is, Cyber Prep helps an organization
articulate its assumptions about the threat it§attee consequences of greatest concern, andeitalbv
approach to managing risk. As a result, the orgdioiz can execute its risk management processdk at
tiers more efficiently and consistently.

5 Figure 1-4 is derived from Figures 1 and 2 in NISH 800-39 [6].
3



Risk Management Process

Informed by risk
framing at Tier 1,
Assessment,
Response, &
Monitoring are
executed at all Tiers

Tier 2: Mission /
Business Function

Tier 3: System

Multi-Tiered Approach to Risk Management

Figure 1-4. Cyber Prep Helpsan Organization Frame Its Risks

Note that the CSF also uses three decision-makirgjd — Executive, Business / Process, and
Implementation / Operations. While the Implemeiwiati Operations level overlaps with both the Missio
/ Business and System Tiers, the Executive leviecabes with the Organizational Tier.

1.2 Cyber Preparedness and Cyber Threat Modeling

Cyber threat modeling is the process of developimdjapplying a representation of adversarial tereat
(sources, scenarios, and specific events) in cphees The assumed targets of adversarial threats ca
vary in scope / scale (e.g., device, organizatasell as in type (e.g., information, system, niss
function). Cyber threat modeling can be perform@diiany reasons, including security operations and
analysis, any of the four steps in the risk managdmrocess described in NIST SP 800-39, systems
security engineering, motivating research problant evaluating the relative effectiveness of sohsj
penetration testing, cyber wargaming, and techryologaging. Depending on the purpose for which a
cyber threat model — a representation of the adviatghreat or threats of concern — is to be uaexyber
threat model can focus on one aspect (e.g., cleistats of adversaries / threat actors; set ofitsye
scenario or set of scenarios) or represent muliipfects; can assume or represent characteristics o
properties of the environment(s) in which the thesald materialize; and can include assessmertis or
entirely narrative.

The threat modeling framework in Cyber Prep, asmdesd in Section 3, is designed to support tHe ris
framing component of risk management. It therefooeises on characteristics of adversaries and
representative high-level threat scenarios, antilesan organization to describe its general threatel
using relatively few constructs, with only a fevpresentative values for each construct (e.qg., tened,
persistence). It does not include threat eventietailed threat scenarios, since these typicafiyras or
represent system properties (e.g., specific tecigned or types of technologies, common vulneradljt
Such details can be added to the general threatlrascheeded by sub-organizations (e.g., acquisitio
program offices, mission or business functionatsjra security operations center) for threat modeli
purposes other than risk framing.

1.3 Cyber Preparedness in Multiple Contexts

As illustrated in Figure 1-5, an organization’sgaeedness to address the cyber threat can be ecexid
in different and interrelated contexts, where eamfitext is characterized by a specific scope oisiats

or actions [7]. Cyber Prep focuses on preparedioesbe enterprise or organization. Organizational
preparedness determines the resources and optiaifede to cyber defenders within the organizatisn
they define strategies to identify and mitigate éffects of concerted campaigns against the
organization’s systems, operations, and informati@perations / Campaign) and as they use tools, and
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apply defensive tactics, techniques, and procedlrERs) to handle events involving a limited sulisfet
the organization’s systems (Localized Engagement).

National / Transnational

Sector / Coalition

Enterprise /
Organization

Operations /
Campaign

Localized
Engagement

Figure 1-5. Cyber Preparedness at Multiple Levels

However, the organization does not stand alone#iling with cyber threats. Each organization ig par
multiple ecosystems of cyber-dependent entities. driganization is part of a sector ecosystem that
includes its customers or end users, its partmedsappliers, its regulators, and (as the orgaoizateals
with cyber attacks on its systems or on thosesgbdirtners or suppliers) law enforcement. The
organization can also be part of a coalition oftiestthat collectively commit to improving theiverall
cybersecurity posture and improving their cybeppredness, by sharing information, coordinating, an
collaborating. Cyber Prep helps the organizati@midl its strategy for participating in the cyber
ecosystem, especially in the Sector / Coalitiortexis

6 See Section 6.1. At the National / Transnatioexl, the organization’s systems form part of aaldrecosystem which
includes, for example, all critical infrastructigectors [111]. For further discussion of the cydmysystem, the April 2015
special issue d€omputer and [111] [122] [109] [113].
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2 Cyber Prep Overview

This section provides an overview of Cyber Prepcvlanalysts can use to develop briefings and other
orientation materials, to explain what Cyber Peepnd how it can be used. It describes a high-leve
process framework in which analysts, in conjunctiotih organizational leadership and cybersecurity
staff,

» Identify the organization’s general threat assuamsiand risk management philosophy;

» Identify mismatches between the organization’senirrisk management strategy and the
characteristics of the cyber adversaries the orgéion faces;

» Clarify threat assumptions and articulate highdéargets for the three areas of preparedness
(Governance, Operations, and Architecture & Engingg and

» Use Cyber Prep with other frameworks to motivate articulate strategic goals.

Cyber Prep provides a high-level construct thabr@anization can use to characterize the cybeathie
faces. In effect, Cyber Prep challenges the orgdiniz to apply “pre-hindsight” — if, tomorrow orxsi
months from now, a news story identifying the otigation as the target of attack by a given categbry
adversary appeared, how surprised would organizatieaders be? Based on the characterizatioreof th
threats it faces, the organization can charactészdrategy for preparing for those threats. Tyyes of
adversary —1gonventionabr 2)advanced- correspond to two risk management philosophis —
practice-drivenor 2)threat-informed and anticipatory

However, while these broad types and philosophiegigle an initial step toward articulating the
organization'sisk frame—i.e., how it thinks about risk, including itssasnptions about threats and its
concern for consequences — they are too genedaivio the definition of a risk management strategy.
Therefore, Cyber Prep defines five classes of adwgy based primarily on the adversary’s goals, and
five corresponding preparedness strategies. Theselp an initial orientation, as a starting pdont
discussion.

Adversaries differ in their goals, scope, persistence, and concern for stealth — and thus in
whether and why they target organizations

itional and Relatively Advanced Persistent Threat (APT)
ic Cyber Threats and Evolving Cyber Threats
Cyber Cyber-
Espionage & Supported
Extensive Strategic
Disruption Disruption
Organizations can calibrate their strategies to the characteristics of the adversaries they face

Cyber Breach &
Organizational
Disruption

Cyber
Incursion

Critical

Basic Information

Responsive Architectural Pervasive

Hygiene Protection Awareness Resilience Agility

Threat-Informed Threat-Anticipatory
Threat-Agnostic,
Practice-Driven Risk Management Threat-Oriented Risk Management

Figure 2-1. Cyber Prep Classes

Beyond this high-level construct, Cyber Prep isactical approach, providing multiple tools whiah a
organization can use to articulate its strategyafiniressing cyber threats — particularly the adednc
persistent threat (APT} and determining the appropriate mitigationdtuse threats. It provides

7 The Joint Task Force Transformation Initiative (D@DNI, and NIST) defines the APT as: “An adveystirat possesses
sophisticated levels of expertise and significasburces which allow it to create opportunitieadhieve its objectives by using
multiple attack vectors (e.g., cyber, physical, dadeption). These objectives typically includeblshing and extending



motivation for technical investments and organizational evolution.inBigshing characteristics of
Cyber Prep include:

* Cyber Prep looks at both tltereatthat organizations face and timeasureshat organizations
may take to defend themselves, as well asdladionshipbetween these two components. Many
frameworks focus on one dimension (e.g., the adversary’s capabilitytleelefender’s
operational process maturity). Cyber Prep uses multiple dimensions to dizedméh the
attacker and defender:

o For the Attacker, Cyber Prep considers Intent (e.g., goals such as firgaicial
geopolitical advantage, timeframe), Targeting (e.g., scope), and Ctpsldig.,
resources, expertise). These are driven by representative stéakios, which in turn
are driven by organizational characteristics (e.g., assets, migsilenis, the cyber
ecosystem).

o For the Defender, Cyber Prep considers Governance (e.g., organizatiesigl rol
Operations (e.g., proactive vs. reactive posture, stages of the cyogrlifécycle
addressed), and Architecture & Engineering (e.g., how well-defined the security
architecture is, the organization’s security engineering @tien).

» Cyber Prep facilitates definition and articulation of threat apsioms and concerns, and
identification of tailored mitigations, appropriate for the orgatian based on the thred#tis
emphatically not intended to serve as either a compliance vehicle, or a smatodel.Thus,
while the Governance, Operations, and Architecture & Engineering aredesarébed in an
incremental manner for the five preparedness strategies, CybersBuepes that the organization
will pick and choose strategic goals based on such considerationsias,(gulture, and legal,
regulatory, and contractual constraints and (ii) the threats of greatesrn to the organization.
This contrasts with the all-or-nothing approach typical of compliance arityamodels.

» Cyber Prep can be used in standalone fashion. It can also be used to complenseTd,dixtkend
the use of other frameworks. Examples include (1) the CSF and sectdicsgguroaches such
as the financial sector using the FFIEC Cybersecurity Asses3melni8], the energy sector [9]
[10], and the healthcare sector [11]; (2) the CERT Resilience g¢ament Model [12]; and (3)
any of a variety of capability maturity models and frameworks [13][[=]][16] [17] [18] [19]
[20] [21] [22].

As was described in Section 1, Cyber Prep is supported by expository matagal, dascriptions, and
pointers to other resources. These materials enable an organivadrient to the threat; identify
mismatches between the class(es) of adversary it faces anlatgpecgparedness strategy; characterize
its adversaries and concerns in more detail and define its oveatdbges in the areas of Governance,
Operations, and Architecture & Engineering; and articulate itsfapapproaches to various aspects of
those areas. These activities are described in the next four subsections

footholds within the information technology infrastture of the targeted organizations for purpa$esfiltrating information,
undermining or impeding critical aspects of a nmesiprogram, or organization; or positioning itseltarry out these objectives
in the future. The advanced persistent threapuiisues its objectives repeatedly over an extepdadd of time; (ii) adapts to
defenders’ efforts to resist it; and (iii) is detgémed to maintain the level of interaction needeeéxecute its objectives.” [6] The
term “advanced cyber threat” is also used. [27]
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2.1 Identify General Threat Assumptions and Risk Management
Philosophy

Analysts can help an organization define its overall orientation udeg general characteristics of
threat an organization might assume it faces, and corresponding origarizateparedness strategies.

Table 2-1. Defining the Overall Threat Orientation and Organizational Strategy

Threat Assumptions Organizational Strategy

Cyber Vandalism Basic Hygiene

One-time or periodic attacks by a relatively Emphasis: Basic security tools. Define and protect the enterprise perimeter.
unsophisticated adversary Use malware protection products within the enterprise.

Cyber Incursion Critical Information Protection

Periodic or sustained attacks by an Emphasis: Processes, procedures, and better tools. Recognize cyber attack as
adversary that views the organization as a an ongoing challenge. Implement data protection. Define incident response
worthwhile target processes. Use limited threat information sharing, primarily as a consumer.
Cyber Breach & Organizational Disruption Responsive Awareness

Sustained campaign by a stealthy, moderately- Emphasis: Cybersecurity operations and supportive technologies. Execute
resourced adversary (e.g., professional organized | cybersecurity risk management processes. Implement a balanced set of
crime), seeking a significant gain or a long-term controls to protect against, detect, and recover from attack activities, rather
advantage than simply responding to the consequences of an incident.

Cyber Espionage & Extensive Disruption Architectural Resilience

Sustained campaigns by a stealthy, well- Emphasis: Organizational integration. Make cybersecurity and resilience part
resourced adversary (e.g., nation state, terrorist of enterprise risk management. Define architectures and implement controls
organization), seeking long-term gains or to provide operational and cyber resilience. Make cyber situational
advantages, often operating on a large scale awareness (SA) part of mission SA, and jointly manage cyber and mission
risks during operations.

Pervasive Agility

Cyber-Supported Strategic Disruption

Sustained campaigns, integrated across different
attack venues (cyber, supply chain, physical), by a
stealthy, strategic adversary (e.g., nation state),

Emphasis: Collaboration and integration to meet broad-scale threats. Make
cybersecurity and resilience an integral part of mission assurance and
strategic planning. Define architectures for adaptability and agility. Integrate

seeking geopolitical advantages SOC (Security Operations Center) and mission operations.

If an organization does not resonate with the descriptions in the pretabliega few questions can help
analysts identify the type of adversary an organization should expecetcaind the corresponding
overall risk management philosophy. An organization that is a likelgttéogthe APT needstareat-
informed and anticipatory risk managemehilosophy.

* In what sector does the organization opera@@anizations in Cl sectors are more likely targets
for the APT; sector-specific threat information sharing will supfiweat-informed and
anticipatory risk managemertiowever, not every organization in a Cl sector will automatically
be a target.

» How critical is the organization to its sectoBzctor-critical organizations are more likely targets
for the APT. Depending on the sector, a sector-critical organizatiod evah be a target for
cyber warfare. Sector-critical organizations are often distihgdidy the value of the ClI
components they manage, the services they provide to other Cl organizhgorssition in the
supply chain, or the number of customers or the size of the region they serve.

* How valuable are the resources (e.g., information, products, serviceshéhatganization
holds, manages, or providehe more valuable the resources are — the more widespread or
harmful the consequences of compromise could be to the organization deatwoklars, or the
more potentially useful to competitors or adversaries — the mokg tiieorganization is to be



the target of the APT. Note that the value to areeshry could exceed the value to the
organizatiort.

* Who are the organization’s customers and partnémsdrganization that serves or partners with
a sector-critical organization, or one that holdgly sensitive information about its customers or
partners, is more likely to be the target of theTAP

It must be noted that Cyber Prep is most relevatarge and mid-size organizations. Smaller
organizations often struggle even to provide fotiodal cybersecurity functions (often referred o a
basic hygiene), and lack the resources for thrdatsned risk managementpaactice-informed risk
managemerphilosophy is often the best fit (see [23] for fiddal guidance). However, an organization
which is sector-critical, due to the functionsérforms or its role in the supply chain, is a lik&drget for
cyber disruption or espionage, even if it is snfailinilarly, an organization that holds informatiamout
high-value targets (whether individual or orgariadl) is a likely target for data breach attacksAPT
actors. Sector-critical small organizations needaesider partnering with or participating in large
efforts.

2.2 ldentify Strategy Mismatches

The two tables in this section provide charactéions of the five classes of adversaries and the
corresponding five cyber preparedness stratedieaust be emphasized that a given organization may
need to be prepared for a range of adversaries {§Hiscussed in more detail in Section 3.2 béléwr
each class of adversary, the organization neefi€tis on thegoalsandscope and askHow surprised
would any reasonable person be to learn that weliesgh attacked by such a threat actdeble 2-2
provides characterizations the organization can use

A cyber attack lifecycle (CAL, [24]) or cyber kithain (CKC, [25]) model, such as the one shown
below? is helpful in understanding attacker charactesstConventional adversaries are not expected to
craft malware (Weaponize), nor to seek to Maingapersistent presence on organizational systems.

Recon Deliver Control Maintain
Weaponize Exploit Execute

Recon Deliver Control Maintain
Identify a target. Deliver the cyber weapon Manage the initial targets. Maintain a long-term presence
Develop intelligence to the target system (e.g., Perform internal recon. on target devices, systems, or
to inform attack via spearphishing, supply Compromise additional networks (e.g., erase indications
activities. Define a chain attack). targets. of prior presence or activities).
plan to achieve
desired objectives. Exploit Execute

Weaponize Exploit a 5"99“;9 tg? plan and ac?ifl"(e
ili esired objectives (e.g., falsi

Develop or acquire a cyber V“'”:r:gl;'gm;?;ta” data, denyjservice,( ex%iltrate fy

weapon (e.g., tailored malware, | missiondata).

0-day exploits). Place it in a form m‘a.vyalre onan

that can be delivered to and initial target

system.

executed on the target device,
computer, or network.

Figure 2-2. General Cyber Attack Lifecycle M odel

8 The idea of value-at-risk, originally defined hetfinancial services domain, has been adaptdtetoyber domain and applies
to assets and reputation. [113] While the cybemnerat-risk model [37] is useful, it cannot fullycaeint for value-to-adversaries.
For example, an asset such as a company phonecbattkbe more valuable to an adversary than tothanization that owns
it, even taking into consideration the possibitltat its compromise leads to some negative puplibitaddition, an organization
can inaccurately value some of its resources (gygnpt drawing relationships between cyber and-ayrer resources, by not
fully executing a Business Impact Analysis or Migsimpact Analysis) in the context of malicious eylctivity.

9 The cyber attack lifecycle model is discussecherrin Section 4.2.
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Table 2-2. Representative Char acteristics of Cyber Adversaries

Adversary Class Representative Characteristics \

Cyber Vandalism

Goals: Personal motives (e.g., attention, malice), Financial gain (fraud)

Scope: Organizational subset (e.g., public-facing service or Web site)

Timeframe, Persistence, and Stealth: Attacker revisits periodically, but is not persistent, nor stealthy
Examples of Effects: Web site defacement, DoS attack, Falsification of selected records

Capability Examples: Freeware or purchased malware, purchased botnets, purchased or stolen credentials

Cyber Incursion

Goals: Personal motives (e.g., acquire personally identifiable information or PIl about targeted individuals),
Financial gain (fraud, salable information, extortion), Stepping-stone

Scope: Organizational Operations; Organizational Associates

Timeframe, Persistence, and Stealth: Sustained, persistent activities in selected stages of CAL: recon,
deliver, exploit, execute; limited concern for stealth

Examples of Effects: Data breach, Data unavailability due to ransomware, Extended DoS

Capability Examples: Freeware or purchased malware, purchased botnets, purchased or stolen
credentials used to acquire more credentials and further escalate privileges

Cyber Breach &
Organizational

Goals: Financial gain (large-scale fraud or theft, salable information, extortion), Geopolitical advantage
(economic), Stepping-stone

Scope: Organizational Operations; Organizational Associates

Timeframe, Persistence, and Stealth: Sustained with persistent, stealthy activities in most stages of CAL:

Disruption recon, deliver, exploit, control, execute, maintain
Examples of Effects: Extensive data breach, Establish foothold for attacks on other organizations
Capability Examples: Adversary developed malware (e.g., 0-day exploits)
Goals: Financial gain (fraud, salable information, extortion), Geopolitical advantage (political, economic,
social, or military)

Cyber Espionage | Scope: Organizational Operations; Sector
& Extensive Timeframe, Persistence, and Stealth: Sustained with persistent, stealthy activities in all stages of CAL
Disruption Examples of Effects: Extensive or repeated data breaches, Extensive or repeated DoS

Capability Examples: Malware crafted to the target environment, to maintain long-term presence in
systems

Cyber-Supported
Strategic
Disruption

Goals: Geopolitical advantage (political, economic, social, and/or military)

Scope: Organizational Operations for selected organizations; Sector; Nation

Timeframe, Persistence, and Stealth: Enduring with persistent, stealthy activities in all stages of CAL,
covert activities against supply chains or supporting infrastructures, and covert intelligence-gathering
Examples of Effects: Subverted or degraded critical infrastructure

Capability Examples: Stealthy, destructive adversary-crafted malware, supply chain subversion, kinetic

attacks

After characterizing the adversary using Table 2-2, analyst&leatify the types of organizational or
operational consequences of adversary activities with whichahiseened. In effect, analysts and
organizational leaders adkow much impact would result if an adversary successfully achieves its
goals?The impacts can range from limited or near-term to severe and long-term

To understand how significant the effects of an adversary attack on paiganagainst the organization
might be, the organization needs to consider the potential cyber éferidegradation or disruption of
service; corruption, modification, or insertion of information; or exfiltmatinterception, or other
compromise of information), and relate these to organizational missiensical business functions.

To manage risks associated with the relevant adversary cldmsesganization needs to aslow
prepared are we to detect — or anticipate — adversary activities charaaddrizsuch timeframe,
persistence, stealth, and capabilities? How prepared are we to handle suct?&iesisately, the
organization can ask: What is our current preparedness posture? @Avet@repared to detect or defend
against? What are we prepared to do? How do our enterprise architectate andineering processes
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support being prepared for such threats? Analysts can use the capsukechatiaos in Table 2:3to
help organizational leadership get a sense of the organizatiomét cyber preparedness postdre.

Table 2-3. Representative Char acteristics of Cyber Preparedness Strategies

Preparedness
Strategy

Representative Characteristics

Prepared to Detect or Defend Against: One-time or periodic attacks by a relatively unsophisticated
adversary, with limited or near-term effects. Capability, Intent, and Targeting: Very Low!2

fli:icene Prepared How: An ad-hoc, informal decision process is used for cybersecurity (CS), focusing on compliance
with good practice. Minimal investment in assessing organizational security posture. CS staff respond to
incidents post Execution. Security capabilities: CSF functions of Protect, Detect and Respond.
Prepared to Detect or Defend Against: Sustained attacks by an unsophisticated adversary, with limited or
Critical near-term effects. Capability, Intent, and Targeting: Low.
Information Prepared How: The Security Program Officer handles CS decisions. The organization shares threat
Protection information with partners. Organization monitors cyber resources. CS staff respond to Exploit and
Execution stage incidents. Security capabilities: CSF functions of Protect, Detect, Respond, and Recover.
Prepared to Detect or Defend Against: A sustained campaign by a stealthy, moderately-resourced
adversary, seeking a significant, long-term advantage and extensive or mid-term effects. Capability,
. Intent, and Targeting: Medium.
Responsive . . . - .
Prepared How: A responsible corporate officer handles CS decisions. CS is integrated with related
Awareness

disciplines. CS staff cooperate with counterparts at peer, partner, supplier, and customer organizations.
The organization uses updated threat intelligence in monitoring. CS staff manage events across the cyber
attack lifecycle. Security capabilities: all CSF functions and some limited cyber resiliency objectives.
Prepared to Detect or Defend Against: Multiple sustained campaigns by stealthy, well-resourced
adversaries, seeking long-term advantages, often on a large scale, with severe or long-term effects.
Capability, Intent, and Targeting: High.

Prepared How: A dedicated corporate officer handles CS decisions. CS and related disciplines are
integrated with mission assurance (MA). Cyber defense and strategic planning staff coordinate with
counterparts at peer, partner, supplier, and customer organizations. The organization maintains cyber
situation awareness (SA). An integrated team of cyber defenders, malware analysts and tool developers
jointly develop tailored response tools. Security capabilities: all CSF functions and most resiliency
objectives.

Prepared to Detect or Defend Against: Multiple sustained campaigns, integrated across different attack
venues (cyber, supply chain, physical), by stealthy, enduring adversaries, seeking geopolitical
advantages, with severe or long-term effects. Capability, Intent, and Targeting: Very High.

Architectural
Resilience

Prepared How: The CEO is engaged in MA decisions. CS and related disciplines collaborate to ensure MA.
Cyber defense and strategic planning staff collaborate with relevant mission or critical infrastructure
sector entities. Cyber SA and mission SA integrated. Cyber defenders develop and use new threat
analytic methods. An integrated team develops and uses new forensics methods. Contingency plans,
COOP and cyber responses developed jointly. Coordination or collaboration with other organizations
central to planning. Security capabilities: all CSF functions and all resiliency objectives.

Pervasive
Agility

2.3 Clarify Threat Assumptions and Target Areas of Preparedness

Using the threat modeling framework described in Section 3 and reflectesltime¢at-oriented
guestionnaire and analysis guide, analysts can help the organizationdlatifig assumptions about the
adversaries it faces. The organization can make further use ofathifstation: The framework is

10 For ease of understanding, differences betweertlase and the next abelded. However, it must be emphasized that, as the
organization develops its cyber preparedness giraitewill tailor and make use of those aspectd thest enable it to address the
threat it faces, often mixing strategic elementsrfdifferent classes; Cyber Prep is not a matumibyglel.

11 Note that the functional areas of Identify, Prot&etect, Respond, and Recover in the tablesramerdfrom the NIST
Cybersecurity Framework. If the organization usdgfarent framework, it will need to reword theathcteristics of its strategy
to be consistent with the framework it uses. Cybsiliency objectives are defined in the Cyber Resty Engineering
Framework (CREF, [63}64] [65] [66]).

12 evels of Capability, Intent and Targeting arelafined in NIST SP 800-30 [26].
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consistent with the underlying model and levels of Capability, IntenfTargeting in NIST SP 800-30
[26], and therefore can be expected to be consistent with sector-sgeegicrhodels or modeling
frameworks. The organization’s cybersecurity staff can combine figehtir assumed adversary
characteristics with expected impacts to define its overall @mheyber risks

Based on the results of the analysis, the organization can identify thetehiatics of Governance,
Operations, and Architecture & Engineering that will best serve togedtsacyber risk. Table 2-4
presents a high-level summary of those characteristics, as mappedite tCyber Prep strategies.

Table 2-4. Summary of Governance, Operations, and Architecture & Engineering Aspects of Cyber

Prep Classes

Strategy Organizational Cyber Preparedness Posture: Summary

Basic
Hygiene

Governance: The organization uses an informal decision process for cybersecurity (CS), which is not integrated
with other disciplines. The focus is on compliance with good practice. Information sharing is limited to
information and communications technology (ICT) staff.

Operations: The organization invests minimally in assessing its security posture. CS staff are reactive and
respond to incidents as they become aware of a situation.

Architecture & Engineering: The organization informally defines its security architecture, focusing on security for
the perimeter and selected internal resources.

Critical
Information
Protection

Governance: The Security Program Officer handles CS decisions. CS is aligned with related disciplines. The
organization is able to handle short-term decision making disruptions informally. The organization shares threat
information with partners and suppliers.

Operations: The organization performs monitoring of cyber resources. CS staff perform ongoing review of threat
intelligence on attack patterns.

Architecture & Engineering: The organization’s security architecture may be informally defined, to include data
loss protection as well as security for the perimeter and internal resources.

Responsive
Awareness

Governance: The responsible corporate officer handles CS decisions. The organization is able to handle decision
making disruptions as part of continuity of operations. CS is integrated with related disciplines and pushes the
state of the practice to address APT. CS staff cooperate with counterparts at peer, partner, supplier, and
customer organizations.

Operations: The organization uses updated threat intelligence in ongoing monitoring. CS staff manage events
across the cyber attack lifecycle (CAL), and perform ongoing review of threat intelligence, including looking at
future attack patterns.

Architecture & Engineering: The organization’s security architecture is defined, and includes mission/CS
dependency analysis. Security capabilities support achievement of some limited cyber resiliency objectives,
informed by security risk management.

Architectural
Resilience

Governance: A dedicated corporate officer handles CS decisions. CS and related disciplines are integrated with
mission assurance (MA) or continuity of operations. Cyber defense and strategic planning staff coordinate with
counterparts at peer, partner, supplier, and customer organizations.

Operations: The organization maintains situation awareness (SA) of cyber resources and threats. An integrated
team of cyber defenders, malware analysts and tool developers jointly develop cyber courses of action (COAs)
in response to malware. The organization’s tailored training includes updated threat intelligence.

Architecture & Engineering: The organization’s security architecture is defined, and includes mission/CS
dependency analysis. Security capabilities are provided to achieve most resiliency objectives, informed by mission
risk management.

Pervasive
Agility

Governance: The CEO is engaged in MA decisions. CS and related disciplines collaborate to ensure MA and
continuity. Cyber defense and strategic planning staff collaborate with relevant mission or critical infrastructure
sector entities.

Operations: Cyber SA is integrated with mission SA. Cyber defenders develop and use new threat analytic
methods. Contingency plans, COOP and cyber COAs are developed jointly.

13“Inherent cyber risk” is the risk posed to theamization by the technologies and connection typelvery channels,
online/mobile products and technology services ireguor its operations, as well as by organizalarharacteristics and
external threats [8].
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analysis, and identifies dependencies on external systems. Security capabilities are provided for a full range of CS
functions, and all resiliency objectives, informed by mission and strategic risk management.
organization’s strategy is — and, based on advwerdwracteristics, should be — a hybrid, for exampl
combining the Governance, Operations, and Architec& Engineering aspects from different levels.
aspects, recommended levels of which are deterntiased on adversary characteristics.
2.4 Using Cyber Prep with Other Frameworks to Motivate and Articulate
Cyber Prep can be used alone or with other frameswor motivate and articulate aspects of an
organization’s cyber preparedness or risk managestexiegy. Cyber Prep provides information in the
Architecture & Engineering areas in an organizasiguneparedness strategy. The aspects of these area
can be used to build out a description of an omgdian’s threat assumptions and preparednessgstrate

‘ Architecture & Engineering: The organization’s security architecture is defined, includes mission/CS dependency ‘

Even when the characteristics are described in Bigthlevel terms, it will often be the case that a

Cyber Prep is designed to support such variatienti& 5 and Appendix A provide more detail on ¢hes
Strategic Goals

areas of adversary Capabilities, Intent, and Targetnd of the Governance, Operations, and

they can also be used to index into other framesvork

This enables Cyber Prep to help an organizatioremsakultaneous use of other resources as illudtrate
below, without tying the organization to a singi@mfework or model. For example, the adversary
Capabilities area in Cyber Prep roughly correspaadke Tiers of the DSB threat model [27], the
Governance area of Cyber Prep strategies otheRbarasive Agility roughly correspond to Tiers b4
the NIST Cybersecurity Framework [1] [2], and sooh¢he specific aspects of Governance in Cyber
Prep are analogous to aspects of the governanagésirassessment capabilities of the CSF Core.

Cyber Prep

I—I—I
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=== Models LSUEIEECHEI[= Strategy
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Figure 2-3. Cyber Prep Enablesthe Organization to Use Appropriate Resour ces

An organization’s ability to select or use a cykersity, resilience, or threat framework can betkoh by

its resources, organizational culture, sector, imis®or business model; and/or risk frame [4]. Some
frameworks never articulate threat assumptionsesassume only focus on the operations aspect of the
defender; other frameworks are not intended to we&hlAPT. Using Cyber Prep, an organization can
select the relevant portion(s) of one or more csteurity or resilience frameworks or guidelinesb&@y
Prep can be used to index into another frameworkhat an organization can decide how to use that
framework in its cybersecurity strategy. In additi€yber Prep can be used to link synergistically
various other frameworks and guidance that focudigparate aspects of an organization’s threat or
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defender perspectives (e.g., pointing to the threat component of one redinting operations component
of another framework, the governance component of a third framework). s dlie relative

strengths of those resources to be complementary, preventing the gagsmatian-irrelevant aspects
of those resources from being weaknesses.
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3 Threat Modeling Framework

This section describes the threat modeling framework which underpingliee Rrep analysis and
motivates the threat-oriented questionnaire. That analysisnisasation about an organization to
determine the characteristics of adversaries which could be expecegktats systems. The analysis
then uses those characteristics to recommend levels for diféeseatts of preparedness. This section

includes

* A high-level discussion of why an organization needs a threat model;

» Arepresentative set of threat scenarios to be considered when consanabiggnizational
threat model;

» The framework for identifying (and assigning levels or nominal valuesli@rsary
characteristics, consisting of terminology, definitions of levels, datlarships among
adversary goals, scope, timeframe, persistence, stealth, and casabitit

» Examples of adversary profiles.

This material is intended primarily to help analysts understananidlgsis guidance. However, it can also
be used by organizational cybersecurity staff, in support of risk assgssme

3.1 The Need for an Organizational Threat Model

As the cyber threat ecosystem has grown in size and complexity, the numbeabfdports, threat
information sharing mechanisms, and frameworks for characterizingsadatthreats have increased.
These sources can be overwhelminghich ones are meaningful, and which are distractifp@
organization needs to articulate its assumptions about the advettyaid it faces, so that it can make
effective use of these sources. One approach is to characterigpab®f actors, as shown in Table 3-1,
identifying typical goals for each class of adversary. It must be enzplas$iat this is a very rough
characterization, useful for orientation but not for analysis, and thaeahworld case study is likely to
provide more nuanced characteristics of actors and their goals.

Table 3-1. Typical Threat Actorsand Their Goals

Threat Class ’ Typical Actors Typical Goals
Hackers, taggers, and “script Obtain information or falsify records for personal gain. Disrupt
Cyber Vandalism | kiddies;” small disaffected groups of | and/or embarrass the victimized organization or type of organization
the above based on personal agenda.
Individuals or small, loosely affiliated
groups; criminal teams; political or Obtain critical or resalable information and/or usurp or disrupt the
Cyber Incursion | ideological activists; terrorists; organization’s business or mission functions for profit or ideological
insiders; industrial espionage; cause.
spammers
Obtain critical or resalable information over an extended period.
Cyber Breach & | Nation-state sponsored team; Increase knowledge of general infrastructure; plant seeds for future
Organizational | professional organized criminal attacks; obtain or modify specific information and/or disrupt cyber
Disruption enterprise resources, specifically resources associated with missions or even

information types.

14 Cyber Prep focuses on threat actors externaktoranization. However, as illustrated in ApperBiixhe set of adversary
characteristics used in Cyber Prep can be mappibds$e in an insider threat framework [87].
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Threat Class Typical Actors Typical Goals

Professional intelligence organization

Cyber Espionage | or military service operative; Obtain specific, high value information; undermine or impede critical
& Extensive sophisticated terrorist group; state- | aspects of a critical infrastructure sector, mission, program, or
Disruption aligned professional criminal enterprise; or place itself in a position to do so in the future.
enterprise

. . . Severely undermine or destroy an organization’s mission capabilities
Nation-state military possibly

Cyber-Supported o ] or a nation’s critical infrastructures, by disrupting or denying use of
. supported by their intelligence . . . o
Strategic . . cyber resources (e.g., information, information and communications
. i service; very sophisticated and . e .
Disruption technology infrastructure, applications) and/or by undermining

capable insurgent or terrorist group

dependability and confidence.

However, such a characterization does not provide enough detail to ariavrganization’s strategic
planning. The growth of the cyber threat ecosystem to include marketalfgam and information about
target organizations or technology enables motivated threat sxtmrquire the capabilities they need to
execute effective attacks. Therefore, the first questions for theipagian to ask are:

* Why might a cyber adversary target the organizati@nrganization can be a direct target, due
to its mission or business sector, the financial assets it contrtt& wolume of salable or
competitively useful information it handles. Alternately, an orgaminatan be an indirect target,
due to its relationship with one or more direct targets. A small seprgfsentative high-level
threat scenarios is presented in Section 3.2.

» What goals would a cyber adversary havefersary goals can include financial gain, personal
motives, geopolitical advantage, or using the organization as a steppiagrsan attack on
another target. Adversary goals are discussed in slightly moreidesaittion 3.3.1, and are
related to organizational concerns in Section 4.1.

» At what scope or in what arena would such an adversary opebap@nding on their goals, an
adversary can operate against a subset of the organization’s sfesigryits external-facing
services); the organization’s operations; the organization’siags®¢customers, users, or
partners); the organization’s critical infrastructure or ingus#ctor; or the nation. Scope is
discussed in more detail in Section 3.3.2.

» In what timeframe would such an adversary oper&téiPthe adversary’s activities be periodic
or episodic, or will the adversary commit to a sustained efforhagtie organization?
Timeframe is discussed in more detail in Section 3.3.3.

* What are the likely capabilities and resources of the adversarg?hey minimal, causing the
adversary to employ existing, known, malware? Or are they signifidntjray the adversary
the benefit of being able to create their own malware, threat seetwu possibly introduce
vulnerabilities into the organization? Capabilities are disetisn more detail in Section 3.3.4.

The answers to these questions will drive different aspects ofghreipation’s preparedness strategy.
The organization may well have multiple answers to these questiongyidgmmultiple types of
adversaries. Because different approaches address different tyaeeisfaries, the organization may
need to consider each type in developing strategic plans, rather thay rsiakohg a worst-case
assumption. That is, the organization may develop a set of adversary pEofdesples of adversary
profiles are given in Section 3.5.

The organization can use the representative adversary chat@stshswn in Table 2-1 to summarize its
threat assumptions. Alternately, the organization can draw fronargl#veat intelligence repotiso
develop more specific descriptions of the adversaries it faces. In so deirgganization can use the

15 See Section 6.1 below for more information abawt lan organization can identify relevant sourcethiat information.
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characteristics described in the subsections below. In the generahtbriing construct of

Capabilities, Intent, and Targeting in NIST SP 800-30R1, Goals and Timeframéohdw with Intent,
while Scope has to do with Targeting. Timeframe determines setkealadversary characteristics to be
considered in an organization’s preparedness strategy, specifioalist®ece, Stealth, and the stages in
the cyber attack lifecycle in which adversary activities carxpeaed. Capabilities are described last in
this section, and in general terms, since in today’s cyber threat laadacstpongly motivated adversary
with some financial resources can use malware and vulnerabilitistpiaces to increase technical
capabilities.

Note that while Cyber Prep is consistent with the high-level risk modéIST SP 800-30R1, it does not
present a detailed threat model such as would be used in a risk assessnamwEne to the questions
above, and the relationship of the answers to the five classes ofaathgerare designed to provide
sufficient motivation for the selection of different approachespeds of an organization’s cyber
strategy. An organization would develop one or more detailed threat modetm@df as appropriate to
its desired preparedness strategy, by threat intelligence andiahabnsistent with the use of risk
assessment in the organization’s security engineering orientation.

3.2 Motivating Threat Scenarios

A small set of highly general threat scenarios is used to motirdterganize the threat-oriented
guestionnaire:

* An adversary obtains sensitive information from the organization’s sysiémscenario
includes data breaches of personally identifiable information (PWyeliss large-scale
exfiltration of proprietary information, trade secrets, or other highahsitive information.

* An adversary modifies or fabricates information on the organization’s systetimatsbe
organization will disburse money or transfer other assets at the ady&rshrection.This
scenario focuses on fraudulent transactions.

» An adversary modifies or fabricates software or configuration data on the organizasigstems
so that the adversary can direct their use (typically to resell capacityitadotnet farms)This
scenario focuses on usurpation of resources, which is typically highly simteypt

* An adversary modifies or destroys organizational assets in order to préeesrtganization from
accomplishing its primary missiofhis scenario includes adversary denial, disruption, or
subversion of mission operations. It also includes ways in which an adversaiyedanission
operators into taking mission-disruptive actions. While the dethdstack scenarios related to
denial, disruption, subversion, and deception can be quite different, thosendi&e do not result
in different targeting questions, the adversary characteristicsingsutm different answers to
the targeting questions, or the aspects of preparedness determined by tacsayady
characteristics.

* An adversary compromises a supplier of the organization in order to increase th&atigars
vulnerability to attackThis scenario includes attacks on partner organizations assabbhse in
the organization’s supply chain.

» An adversary disrupts organizational operations or fabricates informatioortp@nization
presents to its constituency, damaging its reputation and the trust of itgwemsy.This
scenario is closely related to those involving disruption or denial of miasiatidns, but also
includes modification of inessential but externally visible infdiamaor services in ways that
undermine confidence in the organization.

* An adversary compromises the organization’s systems in order to attackigi@anngntities
(e.g., customers, customers of customéiike the preceding scenario, this scenario is related to
those involving disruption of mission functions. However, it is also mkkatescenarios involving
acquisition of sensitive information, or fraudulent transactions.
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» An adversary modifies or incapacitates mission assets for financial gain (egpmmaare)This
scenario is closely related to those involving modification for purposeauwsf &ind for disruption
or denial of mission functions.

The primary purpose of these scenarios in Cyber Prep is to determine vamazatignal characteristics
could make an organization a target, and then what adversary charasteaistbe inferred from those
organizational characteristics. However, these high-level scenaricso serve as starting points for the
development of organization-specific scenarios, as part of risk assgsactivities.

3.3 Adversary Characteristics

This subsection describes adversary characteristics used to deteesdmmended levels for different
aspects of preparedness. These include goals, scope, timeframeprssealth, and capabilitiés.
Table A-1 in Appendix A provides a mapping from adversary charactetistispects of preparedness.

3.3.1 Goals

Adversary goals and timeframe (discussed below) are defining avéstics of an adversary's intent.
Types of adversary goals include

» Financial gain. Specific goals include fraud or theft, acquisition of satahisable personally
identifiable information (PII) such as credit card numbers, acquisifiesalable or usable
competitive information, and extortion (e.g., via ransomware). Finaraialigtypically
associated with Cyber Incursion and Cyber Breach.

» Personal motives. Specific goals include attention (e.qg., braggimg figa hacking community,
news coverage), malice (the desire to harm someone, some set of pethi@earganization, e.g.,
via cyberstalking), and acquisition of PIl about targeted individuals Y&agspearphishing).
Personal motives are typical of Cyber Vandalism, but can also be assedgiat€yber
Incursion.

» Geopolitical advantage. Specific goals include undermining public cofida government
(e.g., data breaches, disruption of public services), terrorism, accainatponal economic
advantage (e.g., by acquiring competitive information related to erseatquiring and using a
military advantage (e.g., by subverting military systems or by acquiriitgmnplans), and
acquiring and using an ability to threaten homeland security (e.g., by subvettoay cr
infrastructure systems in such sectors as energy and telecomtimnsicaGeopolitical advantage
is typical of Cyber Espionage & Extensive Disruption and Cyber-Supporteddstr®isruption,
but can also be associated with Cyber Breach & Organizational Disruption.

» Stepping-stone. The goal is to use the organization as an intermediatie poi a launch point
for, an attack on another target. Typical activities include acquirfogmation (e.g., about the
organization’s customers, users, or partners), compromising organizayisteshs on which
other organizations depend, and tainting the supply chain.

These goals are not mutually exclusive. For example, in a compound attack [28],raargdweght
compromise an organization’s systems with the intent of acquiring finlgn@duable information, and
then use those systems as a stepping stone in an attack on one of tzatavganpartners.

3.3.2 Adversary Scope

Depending on their goals, an adversary can operate with a narrow or broad scopefn@nging

16 This threat modeling framework is deliberatelydmplete. It provides enough modeling constructsLigport risk framing,
while accommodating the fact that different orgatians will prefer different approaches to modelityersary behavior or to
characterizing specific types of adversaries.
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» Very Narrow (Organizational Subset): A subset of the organizatigaterss or business
functions (e.qg., public-facing Web services). This will resultliocalized engagementith the
adversary.

* Narrow (Critical Organizational Operations or Targeted InforomtiThose organization’s
systems, infrastructure, or business functions that are critidal@aperations or that handle
specific information. The organization will need to deal wsittuctured campaigns

» Broad (Organizational Operations and Associates): Any of the organizasigstems,
infrastructure, or business functions, as well as the organizatiastomers, users, or partners.
The organization will need to deal wekructured campaigns, including campaigns that span
organizational elements or multiple organizatiofie organization will need to work out
agreements for information sharing, and possibly coordination

» Strategic (Sector or Community): Interdependent critical inmfuagire or industry sector systems,
or set of systems spanning multiple organizations to accomplish aivelledssion. The
organization will need to considparticipating in an ongoing body or communitgr
information sharing and common defense.

» Broadly Strategic (National or Transnational): Systems critccéié¢ nation or to interrelated
infrastructure or industry entities. The organization will needtsicer how it willinteract with
national-level cyber defense efforts

The range of scopes corresponds to the contexts identified in Figure 1-3. Thefsadpersary activities
will drive the organization’s strategy for information sharing and coatitin. Note that many
organizations become aware of adversary activities across a sagtommercial reporting (e.g., [28]).

3.3.3 Adversary Timeframe

The timeframe in which an adversary operates is driven by their goals@yel and implies answers to
three additional questionistow persistent is such an adversary likely to be? How concerned is such an
adversary likely to be about revealing their capabilities? How can adversagjtisstibest be modeled?
Three general timeframes can be identified:

» Episodic. Adversary activities are limited in duration, in order toeaeha specific effect or goal
— or to determine that the intended effect cannot be achieved without susféonedEpisodic
operations can be one-time attacks, or the adversary can perform thesicphyior in response
to triggering events.

Episodic operations imply no or limited persistence, and no concern folimgvegpabilities.
Adversary activities can be characterized using a taxonomy of consegue.g., loss of
confidentiality, integrity, or availability).

» Sustained. Adversary activities occur over an extended time period (enghsno a couple of
years), requiring the adversary to make sustained investmentsepefiiort, or other resources.

Sustained operations imply persistence, involving a series integrétedatyacks resulting in a
cyber campaign. The adversary’s need for a sustained attaclkelifl thean that they are going
to be stealthy to avoid premature disclosure of their presence ostaethniques, and
procedures (TTPs), and may seek to conceal some of the consequences dfahegir ac
Adversary cyber activities can be structured or described using aatydek lifecycle, cyber
campaign, or cyber kill chain model; activities internal to the orgdioiz’s systems can be
described using a categorization such as ATT&CK [29].

» Enduring. Adversary activities occur over a significant time pesesdral years, or into the
future without bounds) and with a scope that require the adversary to aefimestment
strategy and a strategic plan for achieving goals.
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Enduring operations imply a high degree of persistence. They also imply @vaglofl concern
for revealing capabilities and strategy; the adversary may usptibecas well as stealth. They
may include supply chain attacks.

The following table summarizes, for each class of adversartyteal timeframe, persistence, and
concern for stealth; in addition, the stages in the cyber attack liéeayeidentified?

Table 3-2. Adversary Timeframe and Related Characteristics

Persistence

Class

Timeframe

CAL Stages

Cyber Vandalism

One-time or Episodic

None

No concern for
stealth, although
some concern for
attribution is possible

Deliver, Exploit,
Execute

Cyber Incursion

Episodic or Sustained

Limited, with near-
term (tactical)
planning

Limited concern,
focused on concealing
evidence of presence

Recon, Deliver,
Exploit, Execute

Extended Disruption

term planning for
multiple campaigns

Sustained Persistent, with Moderate concern, All, but Weaponize is
Cyber Breach & . . S
L planning for a cyber focused on concealing | limited
Organizational . .
Disruption campaign evidence of presence,
P TTPs, and capabilities
Sustained or Enduring | Strategically High concern, focused | All
Cyber Espionage & Persistent, with long- on concealment and

deception; may use
OPSEC

Cyber-Supported
Strategic Disruption

Enduring

Strategically
Persistent, with long-
term planning for
multiple coordinated
campaigns

Very high concern;
may use OPSEC,
counterintelligence,
and partnerships or

other relationships

All, including multiple
CALs (e.g., cyber,
supply chain, physical
or kinetic)

3.3.4 Adversary Capabilities

Adversary capabilities can generally be characterized in ternesadirceghat can be directed or

allocated, ananethodgpre-planned applications of resources), as shown below. In a more detad¢d thre

model, more information on methods would be represented, e.g., by using attacis p@id: stages,
and threat scenarios.

Table 3-3. Adversary Capabilities

Capability \ Typical of Class Resources Methods
Acquired Cyber Vandalism The adversary has very limited The adversary tends to employ malware, tools,
resources or expertise of their delivery mechanisms and strategies developed by
own. others.
Augmented Cyber Incursion The adversary some expertise The adversary builds upon known vulnerabilities
and limited resources of their and publicly available malware, to augment,
own. configure, and modify existing malware.
Developed Cyber Breach & The adversary has a moderate The adversary discovers unknown vulnerabilities,
Organizational degree of resources and and develops their own malware (e.g., zero day)
Disruption expertise. utilizing those vulnerabilities, and their own delivery
mechanism. Alternately, the adversary purchases
vulnerability information and tailored malware.

17 The organization can also find it useful to chtedze adversary attack patterns. For Cyber Vasahaltypical cyber effects
can help to motivate good practices; for Cyber taimn, common attack vectors such as those idedtifi CAPEC can be

helpful in assigning relative priorities to addital controls; and for the remaining (APT) adversaagses, cyber defenders and
system architects can use CAL or CKC stages and®CKTas part of analyzing which defensive methodsusity controls,
and architectural decisions promise the most éffeicess against the adversary.
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Capability Typical of Class Resources Methods

Advanced Cyber Espionage The adversary has a significant The adversary “influences” commercial products
& Extended degree of resources and and services (or free and open source software)
Disruption expertise. during design, development, manufacturing, or

acquisition (supply chain), allowing them to
introduce vulnerabilities into such products.

Integrated Cyber-Supported | The adversary is sophisticated The adversary generates its own opportunities to
Strategic and very well resourced. successfully execute attacks that combine cyber and
Disruption non-cyber threads in support of a larger, non-cyber
goal.

Because Cyber Prep is intended for use at the Organizational Tier (ateksgeraextent, at the
Mission/Business Function Tier) of the NIST SP 800-39 multi-tieredoagprto risk management, it

does not include further details on adversary capabilities and behavidficSpsgaabilities (e.g.,

technical expertise) and behavior (e.g., TTPs) are tactical chastics of the adversary, and may change
more quickly than can be represented in an organizational stfa#ggn organization executes a threat-
informed and anticipatory cyber preparedness strategy, it may neecktopdmore detailed threat

models that include specific types of capabilities (e.g., relationshipligence, financial or technical
resources) and behavior (e.g., attack patterns or TTPs, including narecylaetially cyber as well as

fully cyber TTPs). Alternately, it can rely on shared threat igietice.

3.4 Examples of Adversary Profiles

A few examples of adversary profiles for a notional single organizaitarge company with significant
intellectual property, which — by virtue of the services it provides — has cimmginto the internal
networks of multiple customers) are given in the following tébhes noted in Table A-1, different
adversary characteristics can motivate different aspects of amzatyan’s cyber preparedness strategy.
The organization can treat the adversary in the first example as@neaytiale (used in an anonymized
way in Training & Readiness), to motivate better implementation of CybgieRs. Particularly if the
organization’s customers are important players in a critical infictsre sector, the adversary in the
second example can motivate changes in Governance to provide a higher tIEgtemal

Coordination. Finally, the adversary in the third example can motivaa@sitton from the organization’s
current preparedness posture to one of Architectural Resilience,imctu@hsformations across the
areas of Operations and Architecture & Engineering.

Table 3-4. Examples of Adversary Profiles

Adversary ‘ Class ‘ Characteristics ‘
Disaffected former | Cyber Goals: Personal motives — embarrass or stalk former co-workers
employee [30] Incursion Scope: Organizational Subset — email and messaging services

Timeframe, Persistence, and Stealth: Episodic, limited planning, moderate concern
for concealing methods

Effects: Fabricated messages; non-physical harm to targeted individuals

Capabilities: Use credentials (userid and password) which were not decommissioned
when the employee was terminated; perform spear-phishing of former co-workers to
obtain their credentials

18 Some TTPs can be characterized in such a waytteyican serve as the basis for specific countesunes; see, for example,
the list of attack types in [39].
19 A larger set can be found in Intel's Threat Agkitirary [124] [125].
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Adversary ‘ Class ‘ Characteristics
Criminal Cyber Goals: Stepping-stone
organization [31] Breach Scope: Organizational Associates; Sector
Timeframe, Persistence, and Stealth: Sustained with persistent, stealthy activities in
most stages of CAL: recon, deliver, exploit, control, execute, maintain
Effects: Establish foothold for attacks on a customer organization
Capabilities: Adversary developed malware
APT team [32] Cyber Goals: Economic advantage
Espionage Scope: Organizational Operations; Sector
& Extended | Timeframe, Persistence, and Stealth: Sustained with persistent, stealthy activities in
Disruption all stages of CAL

Effects: Extensive or repeated data breaches, Extensive or repeated DoS
Capabilities: Malware crafted to the target environment, and maintain long-term
presence in systems
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4 Identify Concerns

Activities of cyber adversaries — whether or not they are sdfotessan have multiple consequences for
an organizatio”® Based on the characteristics of the adversary (or set of adesysariorganization
seeks to be prepared for, it can identify and prioritize its concernsemways.

4.1 Cyber Effects and Organizational Consequences

First, an organization can consider the degree of organizationalratiopal consequences of successful
adversary activities targeting the organization. In effect, the agg@m asksHow much of an impact
would successful achievement of adversary goals Fiaviei2 question applies to all classes of
adversaries. Degrees of consequences can range from

* Limited or near-term: Little or no impact on critical mission operations. Consequences can be
handled within an operational planning or funding cycle (e.g., within a businassrjjoawithin
the duration of a mission operation.

» Extensive or mid-term: Significant impact on critical mission operations, the organizatioits o
associates. Consequences require remediation or mitigation efédréxténd across operational
planning or funding cycles.

» Severeor long-term: Extremely significant, potentially catastrophic impact on mission
operations, the organization, or its associates. Consequences are tiba duextent that must
be considered by strategic planning.

To understand how significant the effects of an adversary attack on paiganagainst the organization
might be, the organization needs to consider the cyber effects [33] ewttatke effects apply to critical
or non-critical resources, and what the associated consequences raidgrdlde 4-1 provides a starting
point?

Table4-1. Typical Cyber Effectsand Organizational Consequences

Adversary Goal Typical Cyber Effects Typical Organizational
Consequences

Financial gain

e Fraud against or theft from Corruption, Modification, or Insertion Financial loss, Reputation damage
the organization

*  Acquire salable / usable PII
(e.g., credit card numbers)

¢ Acquire salable / usable
competitive information (e.g.,
intellectual property, plans,
information about customers

or partners)

Liability due to non-physical harm
to individuals, Reputation damage
Liability due to failure to meet
contractual obligations, Loss of
future competitive advantage

Exfiltration, Interception

Exfiltration, Interception

. Extortion

Degradation or Interruption
Corruption, Modification, or Insertion
Exfiltration

Financial loss (ransom paid to avert
denial-of-service, destructive
malware, adversary release of
sensitive information)

20 “Along with the rapidly expanding “digitization”f@orporate assets, there has been a correspodiditigation of corporate
risk. Accordingly, policymakers, regulators, shanelers, and the public are more attuned to corpargbersecurity risks than
ever before. Organizations are at risk from the fdP and trading algorithms, destroyed or attetata, declining public
confidence, harm to reputation, disruption to caitiinfrastructure, and new legal and regulatonctans.” [3]

21 An alternative question is, “What does the orgatiin have to lose?” [10]
22 Multiple taxonomies or lists of possible organiaaal consequences are available. The typical azgtonal consequences in
Table 4-1 are derived in part from [93] [27] [103].
23 A more nuanced approach to classifying and esitigalisruptive cyber effects on an organizatioprisvided in [123].
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Adversary Goal

Typical Cyber Effects

Typical Organizational

e Fraud against or theft from
the organization’s customers,
suppliers, or partners

Unauthorized use

Consequences
Financial loss (indirect, through
theft of services), Reputation
damage, Liability

Personal motives

e Attention Degradation, Interruption Reputation damage
Corruption, Modification, or Insertion
¢ Malice Degradation, Interruption Reputation damage, Liability due

Corruption, Modification, or Insertion

to physical or non-physical harm to
individuals

e Acquire Pll about targeted
individuals

Exfiltration, Interception

Reputation damage, Liability due
to non-physical harm to individuals

Geopolitical advantage

¢ Undermine public confidence
in government

Degradation, Interruption
Corruption, Modification, or Insertion
Exfiltration, Interception

Physical or non-physical harm to
individuals, Reputation loss

e Terrorism

Degradation, Interruption

Physical or non-physical harm to
individuals, Reputation loss

¢ Acquire information that

Exfiltration, Interception

Loss of future competitive

improves national economic advantage
advantage

e Acquire / use military Degradation, Interruption Military mission failure, Loss of
advantage Corruption, Modification, or Insertion future military advantage

¢ Acquire / use ability to
threaten homeland security

Degradation, Interruption
Corruption, Modification, or Insertion

Homeland security mission failure,
Loss of future capabilities abilities

Positional / Stepping Stone

e Acquire a launching point for
targeted attacks

Corruption, Modification, or Insertion
Unauthorized use

Reputation damage, Liability due
to harm to other entities

e Acquire resources that can be
used in targeted attacks (e.g.,
DDoS)

Unauthorized use

Reputation damage, Liability due
to harm to other entities

e Acquire intelligence about
other entities

Exfiltration, Interception

Liability due to harm to other
entities

4.2 Disruption from Adversary Activities

Second, an organization can consider the consequences of adversargsatidigtting the organization,
whether or not those activities result in adversary success. In, dfiecrganization askstow much
disruption would adversary activities caude@r conventional threatdisruption is largely a function of
the scope of the adversary’s operation, and results either directly fradubesary achieving one or
more of their intended cyber effects, or indirectly from the organizatefforts to mitigate those effects.
Data breach remediation is the primary concern [34]. However, disruptido dargsomware is also a
concern; for example, if an adversary succeeds in disseminating antirxeestructive malware across
the organization, that disruption affects organizational operatioretigjrié an adversary succeeds in
disseminating destructive malware across the organization and thatettw to detonate it on a certain
date, the organization’s remediation efforts (e.g., shutting down dedoksirig portions of the

network) could have indirect effects on organizational operations.

Foradvanced threafsn which the adversary executes a campaign against the organization, the
organization needs to look not only at the ultimate effects of a cybek,dtta also at intermediate
effects of activities during the Control stage of the cyber attacktifecsuch as establishing command
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and control (C2) channels. To do so, the organization can use any of a variegeds of the cyber
attack lifecycle or cyber kill chaitt.These models allow the organization to characterize the activities
that an adversary might carry out, and to define aspects of its stratéydrations and Architecture &
Engineering. One model is represented in Figure 2-2.

4.3 Stepping-Stone Attacks

Third, an organization might consider whether it could be an indaegett The organization ask&hich
of our customers or partners could be high-value targets for an adverSéepping-stone attacks —
attacks designed to acquire and maintain a foothold in one organizayetéms, as a launching point
for attacks on another organization — could be a concern for an organizatibrotit@ovise views its
adversary class as Cyber Vandalism.

For example, subversion of the supply chain for a key component in a critieatinéture — a goal
characteristic of Cyber Espionage & Extensive Disruption or Cyber-Suppdréedsc Disruption—
could involve an attack on a small organization, which develops, sells, amigimaia piece of utility
software used in many development environments. By modifying that utilitytttuker could obtain
access to multiple development environments and thus could have the opptotorotify the critical
infrastructure component.

It is unrealistic to expect a small organization with one product to prépaae adversary with the
capabilities associated with Cyber Espionage & Extensive Disrupti Cyber-Supported Strategic
Disruption However, stepping-stone attacks can leave an organization liable tactaait or other
legal action. By identifying stepping-stone attacks as a concern, an atganzan see how some
aspects of Governance and Operations that it might otherwise viemesessary should be part of its
cybersecurity strategy.

24 The recognition that attacks or intrusions by adeal cyber adversaries against organizations @ionis are multistage, and
occur over periods of months or years, has letiealevelopment of models of the cyber attack liédzyA model of the cyber
attack lifecycle is frequently referred to as alfeykill chain.” An initial cyber kill chain modetas developed by Lockheed
Martin [25] [88]. For more on cyber attack lifecgainodels, see Appendix B of [90]. The model represkin Figure 2-2 is
consistent with NIST SP 800-30R1 [26] and DoD gnma[89].

25The 2015 Verizon Data Breach Investigation Re[28} observes: “One of the most interesting charigéke threat actor
category came to light when we started looking de@gio compound attacks (those with multiple mesiv Last year, we added
a motive to the Vocabulary for Event Recording &rgident Sharing (VERIS) called “secondary” to betrack these. We use it
in combination with a primary motive to indicatattthe victim was targeted as a way to advancéerelit attack against
another victim. Strategic web compromises are ago@mple. In these campaigns, a website is haokserve up malware to
visitors in hopes that the actor’s true target titome infected. The actors have no real intérédbe owner of the website
other than using the owner to further the reakéttin this year’'s data set, we found that nea@l%o7f the attacks where a
motive for the attack is known include a secondactim. The majority of these were not from espigaaampaigns
(thankfully), but from opportunistically compromiservers used to participate in denial-of-ser¢ideS) attacks, host
malware, or be repurposed for a phishing site.”

26 Small and medium sized enterprises are incregsamghre of the APT [91] [93], but existing framewsiand guidance
assume an organization large enough to have amiafmn security program. Guidance has been offerebdow small and
medium sized enterprises can deal with cyber 48] [119] or the APT [92].
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5 Define the Organization’s Cyber Preparedness Strategy

This section describes the framework for charaziteyiorganizational cyber preparedness which
underpins the Cyber Prep analysis and motivateprégaredness-oriented questionnaire.

An organization’s cyber preparedness strategysedban the adversary (or set of adversaries) thadi c
affect its operations and future viability. Cybeep identifies aspects of preparedness in thressare
Governance, Operations, and Architecture & EngingeAn organization can use Cyber Prep to assess
its current preparedness and to define its tangmsdrcpreparedness strategy. This initially can dreedat a
high level, using Tables 2-1 and 2-2 to definedtganization’s overall threat orientation, and EaPi3

to characterize its current or desired preparedstestegy. In terms of Figure 2-1 and Figure 54bwe

that high-level definition and characterization designed tadentify mismatches between adversary &
preparedness strategy

To clarify assumptions and key areas of preparedrtkgsorganization can use the material in Sectdns
and 4 to make a clearer characterization of theatheind organizational concerns. The organizaton c
use the more specific statements in Tables 5-Ligir&-3 to perform a self-assessment, askng:these
statements about the organization true? What egelsnpports those claim3he statements in these
tables provide a starting point for articulatingaxganizational strategy.

To articulate its strategythe organization will need to drill down, usirgetaspects of Governance,
Operations, and Architecture & Engineering illustchbelow and presented in Appendix A to define its
desired preparedness strategy more precisely. Mjami@ation can tailor the statements, particulboty
the specific aspects, to its mission, sector, guvece structure, and operational processes. Far@ea
within Governance for Responsive Awareness, thertal statement could identify the corporate office
or agency official.

Define Overall
Cyber Prep Orientation

Identify Mismatches

1
Adversary Organizational Between Adversary &
Characteristics Strategy Organizational Str_a{e_gx )
________________________________________________ N i D e o
] ! Clarify Assumptions
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Resources | — Posture = ot
- Structure Asecieront Definition
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The statements for aspects of an organization’s cyber preparedatsgp/stange from weaker (in terms
of ability to face a range of adversaries, and in terms of the ortjanelacommitment and resources
required) to stronger. However, Cyber Prep is not a Capability MaMidtlel — an organization could,
for example, select a target of Responsive Awareness Governancpenatidds, but Critical
Information Protection Architecture. Within each area, an organizatiodezdge that some aspects
should be targeted higher than others (e.g., within Governance, an organizakibtarget Coordination

for Internal Integration, but Risk

Managed for Mitigation Philosophy and
Limited Alternatives for Adaptability).

However, an organization should be su
to look for potential inconsistences, dug
to linkages among the aspects.

One aspect of Governance relates to lal
enforcement. Many organizations first
learn of a breach when they are notifieg
by law enforcement, either because the
breach resulted in the loss of informatio
in the organization’s custody or becaus
the organization’s resources are being
used to attack another organization (i.e

the organization has been the target of

Governance Is Fundamental to Effective Preparedness
One important linkage must be emphasized: The overall approach
to Governance should be at least as strong as the approach to
Operations, which in turn should be at least as powerful as the
approach to Architecture & Engineering. An organization that
seeks to improve its overall cybersecurity often starts by acquiring
cybersecurity products and tools, and then abandoning them
because it lacks the expertise or sufficient staff to use them
effectively. Thus, without adequate resources in Operations,
Architecture will fail to realize its promises. Similarly, cybersecurity
staff in an organization that has not made a commitment to
managing cybersecurity risk will be overburdened, often asked to
perform security tasks as an additional duty, or will be under-
resourced. Thus, without an organizational commitment to
Governance, Operations will be unsatisfactory.

positional or stepping stone attack).

Thus, regardless of the organization’s assumptions about the clas®daay that might attack it, as part

of its governance responsibilities any organization should have iddrgtifaav enforcement point of

contact.

Tables 5-1 through 5-3 are a summary of representative strategies, afetiadl different aspects of

strategy are presented in Appendix A:

» Governance, in A.1, includes Governance Structure, Internal Integratitigatidin Philosophy,
Adaptability, and External Coordination.

e Operations, in A.2, includes Security Posture Assessment, Incident Mamagéhreat
Intelligence & Analysis, Forensic Analysis, and Training & Readiness.

» Architecture & Engineering, in A.3, includes Architectural Definition, Segngineering
Orientation, Functionality, and Versatility.

See Table 5-4 for a capsule summary.
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Table5-1. Governance

Cybersecurity processes are ad-hoc and informal and not integrated with other disciplines.
Basic Hygiene | Efforts focus on compliance with standards of good practice. Only ad hoc processes exist
to deal with disruption of decision making. Information sharing is limited to ICT staff.

A Security Program Officer is engaged in information security decisions. Physical security,
personnel security, and business continuity are aligned with cyber security. Efforts focus on

Critical . . L .
Information compliance with standards of good practice, in the context of broader risk management.
Protection Informal processes deal with short term disruption of decision making. Cybersecurity

personnel share information with counterparts in partner and supplier organizations in
support of shared threat/incident awareness.

A responsible corporate officer or agency official is actively engaged in enterprise-level
cyber security decisions. Physical security, personnel security, business continuity, ICT
architecture, and operations security are integrated with cyber security. Cybersecurity
Responsive includes conformance with standards of good practice, but pushes the state of the practice
Awareness to address the APT. A defined and implemented process deals with disruption of critical
aspects of decision making. Cybersecurity staff cooperate with counterparts in peer,
partner, supplier, and customer organizations in support of shared threat/incident
awareness.

A dedicated corporate officer or agency official is actively engaged in enterprise-level cyber
security decisions. Physical security, personnel security, business continuity, supply chain
risk management (SCRM), ICT architecture, business process engineering, operations
security, and cyber security are integrated with mission assurance. Cybersecurity builds on
Architectural | standards of good practice, but pushes the state of the practice by incorporating state of

Resilience the art techniques, sometimes at the expense of non-compliance with standards of good
practice. Processes are implemented and exercised to deal with long term disruption of
key aspects of decision making. Cyber defense and strategic planning staff coordinate with
counterparts in peer, partner, supplier, and customer organizations in support of a shared
threat/incident awareness response.

The CEO or Agency head is actively engaged in mission assurance decisions. Physical
security, personnel security, business continuity, SCRM, ICT architecture, business process
engineering, operations security, and cyber security collaborate to ensure mission
assurance. Cybersecurity builds on standards of good practice, but pushes the state of the
art to ensure continued security evolution in the face of an innovative adversary.
Adaptable processes are implemented and exercised to deal with long term severe
disruption of key aspects of decision making processes. Cyber defense and strategic
planning staff collaborate with cybersecurity counterparts in other organizations in the
organization’s mission or critical infrastructure sector, as well as in peer, partner, supplier,
and customer organizations in support of a shared threat/incident awareness preparation
and response.

Pervasive
Agility

28



Table 5-2. Operations

‘ Operations Summary

The organization invests minimal effort to understand its security posture. Cybersecurity
staff respond to incidents, based on detection of Execute activities. Cybersecurity staff
Basic Hygiene | review threat intelligence reports on an intermittent, ad hoc basis. Cybersecurity staff
perform reactive, after-the-fact analysis damage assessments. Cybersecurity staff and
users receive training and awareness materials.

The organization scans and monitors cyber resources on an ongoing basis. Cybersecurity
staff respond to incidents, based on detection of activities in the Exploit and Execute
stages, and to indications and warnings related to Recon and Control activities.

Critical Cybersecurity staff review threat intelligence reports on an ongoing basis, to identify
Information relevant current threats or attack patterns. Cybersecurity staff support after-the-fact
Protection analysis of damage assessments and support external organizations doing malware

analysis. Cybersecurity staff and users receive tailored training and awareness materials.
Cybersecurity staff develop contingency plans, based on relatively static threat
intelligence.

The organization scans and monitors cyber resources on an ongoing basis, using updated
threat information. Cybersecurity staff manage incidents relying on indications and
warnings for activities throughout the cyber attack lifecycle. Cybersecurity staff review
Responsive threat intelligence reports on an ongoing basis, to identify relevant current or future threats
Awareness or attack patterns. Cybersecurity staff perform after-the-fact analysis of damage
assessments and malware analysis. Cybersecurity staff and users receive tailored training
and awareness materials; and coordinate with business continuity planners to develop
integrated contingency plans, based on relatively static threat intelligence.

The organization maintains situational awareness (SA) of its cyber resources and of the
changing threat. Cybersecurity staff manage events jointly with cyber defenders who
execute and adapt courses of action throughout the cyber attack lifecycle. Cyber
defenders analyze threat intelligence reports on an ongoing basis. An integrated team of
Architectural | cyber defenders, including threat and forensic analysts, as well as tool developers, work

Resilience together to detect, analyze and develop effective and timely courses of action against
malware. Cybersecurity staff and users receive tailored training and awareness materials
including those based on threat intelligence updates; and coordinate with business
continuity planners to develop contingency and continuity of operations (COOP) plans,
coordinating with cyber defenders and mission owners.

The organization integrates cyber SA with mission SA, so that the mission implications of
the cybersecurity posture can be understood and managed. Cybersecurity staff manage
events jointly with cyber defenders who execute and adapt courses of action throughout
the cyber attack lifecycle. Cyber defenders analyze threat intelligence reports on an ongoing
basis; defining and using new threat analytic methods. An integrated team of cyber
defenders, including forensics analysts and threat analysts, as well as tool developers, work
together to detect (using organization developed forensics analysis methods), analyze and
develop effective and timely courses of action against malware. Cybersecurity staff and
users receive tailored training and awareness materials including those based on threat
intelligence updates. Contingency plans, COOP plans, and cyber courses of action are
jointly developed, to minimize mission disruption when executed.

Pervasive
Agility
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Table 5-3. Architecture & Engineering

‘ Architecture & Engineering Summary

The security architecture is informally defined, and focuses on the enterprise perimeter,
and on selected internal security capabilities. Security engineering activities are informed
by generally accepted standards of basic good practice for information security.
Cybersecurity capabilities focus on the areas of Protect, Detect, and Respond. The
organization has very few options for tailoring or extending its architecture to improve
security.

Basic Hygiene

The security architecture focuses on the enterprise perimeter, selected internal security
capabilities, and data loss prevention. Security engineering activities are informed by
enterprise standards, based on standards of good practice for information security.
Cybersecurity capabilities focus on the areas of Protect, Detect, Respond, and Recover. The
organization has limited options for tailoring or extending its architecture to improve
security.

Critical
Information
Protection

The security architecture is defined, to enable analysis of mission dependencies on and
interactions with security capabilities. Security engineering activities are informed by
analysis of security risks and potential effectiveness of alternative risk mitigations.
Responsive Cybersecurity capabilities focus on the areas of Identify, Protect, Detect, Respond, and
Awareness Recover, complemented with capabilities that provide some support to a limited set of
cyber resiliency objectives. The organization has multiple options for tailoring or extending
its architecture to improve cybersecurity; and some limited options for providing and
improving cyber resiliency.

The security architecture is defined, to enable analysis of cyber resiliency and mission
resiliency capabilities, including those that involve dependencies on organization-external
systems. Security engineering activities are informed by analysis of mission risks and
potential effectiveness of alternative risk mitigations. Cybersecurity capabilities include
those needed to support the full range of cybersecurity functional areas and most cyber
resiliency objectives. The organization has multiple options for tailoring or extending its
architecture to improve cybersecurity and cyber resiliency.

Architectural
Resilience

The security architecture is defined, to enable analysis of cyber resiliency and mission
resiliency capabilities, including those that involve dependencies on or interactions with
organization-external systems. Security engineering activities are informed by analysis of
mission risks and potential effectiveness of alternative risk mitigations, in the context of
future strategic plans as well as current and anticipated mission needs. The cybersecurity
capabilities employed includes those needed to support the full range of cybersecurity
functional areas and all cyber resiliency objectives. The organization has multiple options for
tailoring or extending its architecture to improve cybersecurity, cyber resiliency, and cyber
defense, including the use of multiple architectures, tailored to different environments.

Pervasive
Agility
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Table 5-4 provides a key to the different aspects of the five owimgrpreparedness strategies. Once
again, it must be emphasized that no organization can or should be expected t@gaeply a
preparedness strategy in a uniform manner; the specific aspectsensedécted based on the
organization’s risk management strategy and the threats the organfaats.

Critical

Preparedness Strategy

Table 5-4. Summary of Aspects of Preparedness Strategies

. . . Responsive Architectural Pervasive
Basic Hygiene Information . .
. Awareness Resilience Agility
Protection
Governance Ad hoc Basic Proactive Continuously | Intelligently
Structure Management | Improving Evolving
Internal Integration | None Friction Cooperation Coordination | Collaboration
§ Avoidance
o Mitigation Compliance Risk Aware Risk Managed | Innovation Innovation
§ Philosophy Adoption Leadership
8 Adaptability No Limited Established Exercised Adaptable
Alternatives Alternatives Alternatives Alternatives Alternatives
External Informal Avoidance of | Cooperation Coordination | Collaboration
Coordination Imposed Risks
Security Posture Minimal Ongoing Threat- Cyber Integrated
Assessment Scanning & Informed Situational Mission
Monitoring Scanning & Awareness Situational
Monitoring Awareness
* Incident Ad hoc Incident Incident Resilient Integrated
_§ Management Response Response Management | Courses of Defensive
© Action Operations
s Threat Intelligence Intermittent Ongoing Proactive Integrated Innovative
© & Analysis
Forensic Analysis Reactive Enabled Proactive Integrated Innovative
Training & Training & Risk-Informed | Informed Coordinated Integrated
Readiness Awareness Training & Readiness Readiness Readiness
Awareness
Architectural Basic Data-Centric Capability- Mission- Extensive
Definition Centric Centric
°3 & Security Engineering | Compliance Consequence | Information Mission Risk Integrated Risk
é s Orientation Security Risk
@ 2 | Functionality Basic Moderate Full Cyber Extended
% '?_:0 Cybersecurity | Cybersecurity | Cybersecurity | Resiliency Cyber
™ Resiliency
Versatility Brittle Rigid Tailorable Adaptable Highly
Evolvable
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6 Select and Use Appropriate Resources

An organization can draw upon several types of resources as it defines amdeimplis cyber
preparedness strategy. These include frameworks, guidelines, andhtioreadtion sharing efforts.

A growing number of cybersecurity or resilience frameworks areablaito organizations. These
frameworks define process or functional areas, identify controls tg appieasures to take in those
areas, and sometimes provide a maturity model. Examples include the Ni8s&yurity Framework,
the CERT Resilience Management Model, the JTF risk managemeeifoakn(RMF), and several
cybersecurity maturity models [13] [15] [8] [19]. (See [35] for a suegybersecurity maturity models
for critical infrastructure providers.) In addition, several freumks for characterizing cyber threats are
available [27] [29] [36] [37]. Appendix B describes the relationship eetnCyber Prep and a variety of
frameworks.

An organization’s ability to select or use a cybersecurity, rasiigor threat framework can be limited or
determined by its resources; its organizational culture; itsrsé@stanission, or its business model; and/or
its risk frame [3]. Some CI sectors provide tailored versions of the {66&xample, the Federal
Financial Institutions Examination Council (FFIEC) has created its Gytanisy Assessment Tool [8]

for the financial sector, while the Department of Energy (DoE) hasextémplementation guidance for
the CSF in the energy sector [9], and the Health Information Trusind#ihas defined an CSF-based
maturity model for the healthcare sector [11].

Most frameworks are too large or complex for many organizations — patfifcarzall-to-medium-sized
enterprises — to adopt completely. Using Cyber Prep, an organization catheefet#vant portion(s) of
one or more cybersecurity or resilience frameworks. The five Cyber Paggggts (and, as needed,
specific aspects of Governance, Operations, and Architecture & Engg)esan be used to index into
another framework, so that an organization can identify a startingfpoimging that framework in
defining its cybersecurity strategy.

NIST publishes guidance on a wide spectrum of cybersecurity topics in its 8a8@M series of Special
Publications. The series of publications by the Joint Transformatiaatiét (JTF) — including NIST SP
800-39 [6], NIST SP 800-53R4 [38], and NIST SP 800-30R1 [26] — include consideration of thed\PT a
cyber resiliency. However, organizations using those publications ceantrésmselves to non-APT
threats based on their risk framing.

The Critical Security Controls [39] address a combination of conventiodaABT actors. For threat-
informed and anticipatory Operations, guidance for Security OperatamterS (SOCs, [40]) or incident
management can be useful.

The number and variety of threat information sharing efforts continuasrease. Efforts range from
commercially published threat intelligence reports by large cybeigeouinternet Service Provider
(ISP) companies (e.g., Symantec, Mandiant, Kaspersky, Tripwire; Verin@®ctor-specific
Information Sharing and Analysis Centers (ISACs) or Information Shamnidd\aalysis Organizations
(ISAQOs), to regional consortia such as the Advanced Cyber Securityr CRGEC, [41]). An
organization can use its characterization of the cyber adversddesstto make more effective use of
such resources. An organization’s cyber preparedness strategy inelodespects that determine the
type of information sharing it uses: External Coordination (part of Gomee)and Threat Intelligence &
Analysis (part of Operations).
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7 Notional Worked Example

This subsection provides a notional worked example, applying Cyber Prepde eelgional logistics
company (which falls in the Transportation Systems Cl s@ctdhe company might initially consider
orienting toward a conventional threat; given its size, it would at leastteQgber Incursion. However,
by virtue of its size, the company plays a key role in the supply chains efdeggnizations in multiple
Cl sectors?® Those customers need to worry about Cyber Disruption & Espionage.

Based on its role in the supply chain, the company leadership rebkzesmpany needs to orient at least
to Cyber Breach, and possibly to Cyber Disruption & Espionage, and thexeftegfine a strategy based
on Responsive Awareness, with some aspects drawn from ArchitectaiigriRe (particularly with
respect to Governance). However, as the company leadership looksletdtiptions in Tables 2-3 and
5-1 through 5-3, they realize that the company currently has a hybrid of the Bgsaéiand Critical
Information Protection strategies toward Governance and Operations, a(dlthto the way the
company has evolved over time, via mergers, acquisitions, and spin®#gategy in the area of
Architecture & Engineering is one of Basic Hygiene.

As noted in Section 5, changes in aspects of Operations and Architecturéen@dgimg require senior
leadership commitment. Therefore, the company’s first step is towmps Governance Structure,
ensuring that cybersecurity becomes part of the responsibilities of aaterpéficer. (This is part of
transitioning from Critical Information Protection to Responsive Awass; at Architectural Resilience, a
dedicatedcorporate officer is called for, but company leadership opts for antevaly change.) That
officer plans to use the C8Fand does not want to complement its use with any maturity model at this
time. To achieve Architectural Resilience, the company might ukisnaeek to achieve Tier 4

(Adaptive) in the CSF Framework Implementation Tiers, but evolutiehat direction will take time.
Initially, the goal will be to achieve at least Implementation Tier 2.

The CSF defines 22 Categories and 97 Subcategories within the five ongotionio€ Identify,

Protect, Detect, Respond, and Recover. The prospect of creating a CuriénuBireg the CSF — that is,
identifying which Category and Subcategory outcomes from the Framework Caa@pany currently
achieves — seems daunting to the Preparedness Improvement Team thatehapbints to determine
the desired preparedness strategy and identify topics to be addregsedtrategic roadmap. They begin
by developing a Cyber Prep profile: for each of the fourteen aspects @laaqaieess strategy, they look
at the descriptions of the alternative approaches, and determine wtaadptaesbest fits the company,
based on answers to the preparedness questionnaire. The results ad¢lsinant are illustrated in the
table below.

Table 7-1. I nitial Assessment

Aspect Current Approach

Governance
Governance Structure Basic, but moving toward Proactive Management
Internal Integration Friction Avoidance with respect to other security disciplines
Mitigation Philosophy Compliance
Adaptability No Alternatives
External Coordination Informal
Operations
Security Posture Assessment Ongoing Scanning & Monitoring
Incident Management Incident Response

27 A growing body of reports raise cybersecurity aams for the Transportation Systems sector [111],far shipping in
particular [100] [101] [99] [98] [102].

28 See, for example, [116]

2% This decision is influenced by the fact that tleel€ral Highway Administration is tailoring the CH&IF transportation agencies
[101].
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Aspect Current Approach

Threat Intelligence & Analysis Intermittent

Forensic Analysis Reactive

Training & Readiness Training & Awareness
Architecture & Engineering

Architectural Definition Basic

Security Engineering Orientation | Basic

Functionality Basic Cybersecurity

Versatility Brittle

The Preparedness Improvement Team then definetetiieed posture (shown in the figure below), using
answers to the threat-oriented questionnaire amdnhlysis guidelines. This posture is to be acuien

a phased manner an 18-month timeframe, with thgeleterm goal of moving the company to
Responsive Awareness, with some aspects drawnArchitectural Resilience, and Implementation Tier
4.

Organizational
Preparedness

Architecture

Governance Operations

Basic (evolving)
Governance Proactlvg Mgt.
Structure (&> Continuously

Improving)

SV Ongoing S&M Architectural

Posture Threat-Informed Definition

Assessment |sgm Data-Centric (—

Capability-Centric)

Friction Incident Response Securit
Internal Avoidance Incident a = ineeriyn .
Integration  {Cooperation(— Management Establls_hed Origentatior? Compliance (—
Coordination) Alternatives Information Security

Risk Mgt.)

Threat Intermittent

Intelligence & [Braactive
Analysis

VI Compliance
Philosophy [RISKAware(*>
Risk Managed)

Functionality Moderate

Cybersecurity (—
Full Cybersecurity)

M Versatility e
Tailorable

e Informal i g = Training & Awareness
Coope_ratlpn (= Readiness [Informed Readiness
Coordination)

No Alternatives

i Reactive
Adaptability [Egiapliched Forensic

Analysis Proactive

Alternatives

Coordination

Figure 7-1. Current and Desired Approaches

The team can then identify the Categories and Se@odes in the Framework Core that are relevant to
the desired approaches, thereby creating a TargéleP (These in turn point to security contrasa
number of informative references, including NIST&®-53R4.) These are shown in Table 6-2 below.
Because the overall strategy is based on RespofAsiaecness with some aspects drawn from
Architectural Resilience, most of the Frameworke&Ciarcovered. However, some Subcategories are
omitted (e.g., DE.CM-6, due to contractual consitiens), while others are identified as stretchigoa
(e.g., ID.BE-5).

The team observes that the Framework Core is spétfseespect to Architectural Definition, Security
Engineering Orientation, and Versatility. Theseez$p of Architecture & Engineering, as well as the
Threat Intelligence & Analysis and Forensic Anadyaspects of Operations, correspond more to the
Implementation Tiers than to the Framework Core.
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Area

Aspect & Desired Approach

Governance Structure: Proactive Management,

Table 7-2. Desired Approaches and Corresponding Elements of the CSF Framework Core

CSF Framework Core Categories &
Subcategories

ID.GV-1 through 4

moving toward Continuously Improving ID.RM-1 and 2
PR.AT-4
PR.IP-11
DE.DP-1

Internal Integration: Cooperation, moving toward ID.GV-2

Coordination PR.AT-5

Process aspects of PR.IP (2, 5,7, 8, 9, 10, 11, 12), PR.MA-

1and 2, and DE.CM-2 and 3 to be phased in as

Architecture & Engineering

Management

o
g appropriate to the organization
£ Mitigation Philosophy: Risk Aware, moving toward | ID.RM-3
% Risk Managed (Innovation Adoption is inconsistent
(G with the organizational culture)
Adaptability: Established Alternatives RS.CO-1
Moving toward RS.IM-1 and 2
External Coordination: Cooperation, moving ID.AM-4 and 6 (with respect to external systems and
toward Coordination parties)
ID.BE-1 through 4, moving toward ID.BE-5
PR.AT-3
(Do not include DE.CM-6)
Moving toward RS.CO-5
Moving toward RC.CO-1 through 3
Security Posture Assessment: Threat-Informed ID.AM-1, 2, 3, 5, and 6 (for 6, with respect to internal
Scanning & Monitoring stakeholders)
ID.RA-1, 3, and 5
PR.PT-1
DE.CM-1, 4,5, 7,and 8
Moving toward RS.MI-3
Incident Management: Incident Management, PR.IP-9, 10
» moving toward Resilient Courses of Action to DE.AE-1 through 4
_5 support Coordination in External Coordination DE.DP-2, moving toward DE.DP-2 through 5
© RS.RP-1
g RS.CO-2 through 4
o RS.AN-1, 2, and 4
RS.MI-1 and 2
RC.RP-1, moving toward RC.IM-1 and 2
Threat Intelligence & Analysis: Proactive ID.RA-2, 4,6
Forensic Analysis: Proactive RS.AN-3
Training & Readiness: Informed Readiness PR.AT-1, 2,and 4
PR.PT-3
Architectural Definition: Data-Centric, moving PR.IP-1, 4
toward Capability-Centric RS.MI-1
Security Engineering Orientation: Compliance, PR.IP-2, 3,12
moving toward Information Security Risk ID.RA (all)

Functionality: Moderate Cybersecurity, moving
toward Full Cybersecurity

PR.AC, PR.DS (all, but functionality may need to be

phased in; PR.DS-7 may be inapplicable), PR.PT-3 and 4,

DE.CM-1,4,5,7,and 8

Versatility: Tailorable (within the limits of
organizational resource management strategy)
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The specific steps toward achieving the desired posture, and the time piidsivge steps, takes into
consideration such factors as

* The need for internal education on cyber threats and associated orgaailzéks, to shift the
culture within the organization from largely unconcerned with cyber tesksk-aware. This
educational process — starting at the top (as has already happenedxartiikeecausing the
company leadership to decide to define its cybersecurity strategy)amagnalown the
management chain — is crucial to making cultural and governance changes

» The organization’s budget cycle (including when funds must be requested, whernréunds a
allocated, and when funds are actually disbursed). Budgeting is heeded not ¢etyhology
investment, but for investment in development of the internal experegsiedeo make effective
use of security technologies.

* The organization’s hiring practices. As the organization moves to mesgegcybersecurity
capabilities, it must make cybersecurity workforce planning part o/ésall workforce planning
and hiring processes.

* The organization’s investment in information and operational technologies.

To support the transition in Governance to internal processes and pescbhéiier suited to Architectural
Resilience, the team determines that the company participatesgioatdogistics council. While such
councils usually do not consider cybersecurity, they are a venue for discushiqe&vi organizations
about good practices (Mitigation Philosophy) and might become a venue foratifimreharing

(External Coordination). In Governance and other areas, the CERT RMM provideipiiiens of
practices in 26 process areas, mapped to the CSF [42]. To support thetrémsin Information
Security Risk Management Security Engineering Orientation, theitkntifies NIST SP 800-30 and
NIST SP 800-53R4 as possible resources.

36



8 Conclusion

This paper serves as a reference for those who apply Cyber Pregnmelystems engineers,
organizational change management analysts, and senior cyberseatitityhe Cyber Prep toolset
includes a small set of instruments: a threat-oriented questionnairgeggbhaedness-oriented
questionnaire, analysis guidelines which translate answers to-thieaed questions into adversary
characteristics and then into recommended levels of different asggueparedness, and worked
examples. Those instruments are supported by the threat modeling frameditnk #amework for
characterizing preparedness strategies as described in this paper.

Cyber Prep provides a means for an organization to characterize theaaidl¢hreat it faces; that
characterization is a key component of risk framing. Cyber Prep also pravideans for an

organization to define its overall strategy for preparedness aggbest threats, with the aspects of its
strategy motivated by the threats it faces. While Cyber Prep aasedealone, it also provides an index
into a variety of frameworks and sector-specific approaches to cghatgeHowever, unlike many
frameworks, Cyber Prep is not intended to be a capability maturity modedanpliance vehicle. An
organization can use Cyber Prep to determine its current approach toreygmegness, and to design its
cybersecurity strategy in a way that considers such factors asutimes,cand legal, regulatory, and
contractual constraints, drawing from multiple frameworks and guidetinédt sees fit.
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Appendix A Cyber Prep Details

This appendix provides additional detail on the specific aspects of patjanal preparedness. Table A-1
indicates which aspects of an organization’s preparedness stregedyjvan by the different aspects of
threat. It must be emphasized, however, that an organization’s strateggesl siot only by the threat the
organization faces, but also by such factors as the organization’®¢tiklrtolerance, and legal,
regulatory, and contractual constraints.

Table A-1. Threat Driversfor Aspects of Organizational Strategy

Area Aspect Driving Adversary Characteristics
Governance | Governance Structure Scope, Persistence
Internal Integration Persistence, Capabilities
Mitigation Philosophy Type (conventional vs. APT) or Timeframe, Persistence,
Capabilities
Adaptability Goals (disruption), Scope
External Coordination Scope, Persistence
Operations Security Posture Assessment Persistence, Stealth
Incident Management Goals (disruption, fraud), Scope
Threat Intelligence & Analysis Persistence, Stealth, Capabilities
Forensic Analysis Persistence, Stealth, Capabilities
Training & Readiness Goals (disruption, fraud), Scope
Architecture | Architectural Definition Goals (disruption, usurpation), Timeframe, Capabilities
& Security Engineering Orientation | Type (conventional vs. APT) or Timeframe, Persistence,
Engineering Capabilities, Scope
Functionality Goals (disruption, usurpation), Timeframe, Capabilities
Versatility Goals (disruption, usurpation), Timeframe, Capabilities

A.1 Governance

While some frameworks focus on operations, operational effectivenéfg Wihited by the

organization’s cybersecurity governance. Cybersecurity governatieeégsmponent of organizational
governance that addresses the organization’s dependence on cyheripapeesence of adversaries.
Organizational governance is the set of responsibilities and g=etercised by those responsible for an
enterprise with the goal of providing strategic direction, ensuririgptijactives are achieved,

ascertaining that risks are managed appropriately and verifyindiéhatdganization’s resources are used
responsibly. Resources related to cybersecurity governance focus oratohuards [5] [4] [43] [44]

[45] [46]. However, surveys of cybersecurity professionals providghhgito cybersecurity governance
[47].

Five aspects of governance are described in more detail: Governiaratars, Internal Integration,
Mitigation Approach, Adaptability, and External Coordination.

A.1.1  Governance Structure

Governance Structure characterizes the ways an organization clwosganize its cybersecurity
decision-making? Cyber Prep does not specify a type of organizational structure for goverhance
does assume some decisions must be centralized. This aspect of goveroades a foundation for
effective realization of the other aspects of governance, as wel @pérations and Architecture &
Engineering. Differences between levels of Governance Structuresae drathe structure of
governance processes and the relationship between those processkeramtarprise risk management

30 The different approaches to governance structeréerived from Cyber Prep 1.0 (Senior Leadership)add concepts
related to the overall purpose of cybersecuritcpsses as well as to active cyber defense.
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processes; establishment of roles and responsibilities related tsexylndty; and whether and how
senior organization officials are engaged in cybersecurity governance.

One key element of the External Coordination aspect of governance telEesenforcement. Many
organizations first learn of a breach when they are notified by lawoenfient, either because the breach
resulted in the loss of information in the organization’s custody or betla@®rganization’s resources
are being used to attack another organization (i.e., the organization habd&get of a positional or
stepping stone attack). Thus, regardless of the organization’sggssrabout the class of adversary
that might attack it, as part of its governance responsibilities gayization should have identified an
individual or office to serve as a point of contact for interactionis kaw enforcement.

Table A-2. Governance Structure

Approach Governance Structure

Ad hoc Cybersecurity processes are informal, typically undocumented, and ad hoc. Responsibilities devolve
to individual program managers, business process owners, or system administrators. The
organization has designated an individual to serve as the point of contact for law enforcement (LE
POC).

Basic Cybersecurity processes are defined by policy, reflecting a set of a priori risk management decisions.
Some positions in the workforce have designated cybersecurity responsibilities. An Information
Security Manager or Officer is engaged in information security decisions across multiple systems or
programs, and is designated as the LE POC.

Proactive Cybersecurity processes are managed to implement an enterprise-wide risk management strategy,
Management which includes identification and management of the cybersecurity workforce. A responsible
corporate officer or agency official is actively engaged in enterprise-level cyber security decisions, and
is designated as the LE POC.

Continuously Cybersecurity processes are managed to implement an enterprise-wide risk management strategy (of
Improving which cybersecurity workforce development is a component), and improved based on observation,
measurement, and analysis of effectiveness. A dedicated corporate officer or agency official is actively
engaged in enterprise-level cyber security decisions, is designated as the LE POC, and closely
coordinates with near-term decision-makers; some near-term decisions are reserved for the senior
official (or designated alternate in cases of disruption). The organization has defined the scope of
active cyber defense activities, and has defined the relationship between such activities and other
mission / business processes.

Intelligently Cybersecurity processes are managed to ensure ongoing evolution of the enterprise-wide risk
Evolving management strategy (of which cybersecurity workforce development is an integral component) as the
environment changes. The CEO or Agency head is actively engaged in mission assurance decisions; the
senior official responsible for cyber security strategy closely coordinates with near-term decision-
makers, and is designated as the LE POC. Some near-term decisions are reserved for the CEO or agency
head (or designated senior official(s) in cases of disruption). The organization has defined the scope of
active cyber defense activities, has defined the relationship between such activities and other mission /
business processes, and has established the necessary policy, doctrine, and external relationships.

A.1.2 Internal Integration

Cybersecurity relies on effective security measures outsidghefspace. At a minimum, cybersecurity
includes the disciplines of information system or IT security and commuorisaecurity. However,
other technical security disciplines, depending on how cyberspace is definealso be part of
cybersecurity. In the more APT-driven Cyber Prep classes, the focus mmwvesybersecurity to mission
assurance in the presence of cyber threats.

The relationship between other disciplines and cybersecurity infteeedt Cyber Prep classes,
particularly information security, is indicated below. A key diffeeeiscbetweemlignmentand
integration Alignment involves information sharing and coordination among operational nanmagee
different areas, as well as some coordination among the strategicrplamtimse areas. Integration
involves a shared understanding of threats and consequences, and closelyrisbupl@édagement
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strategies among the strategic planners for the different aresailpdeading to changes in how the
areas are defined or managed.

Note that this aspect of governance is intended to support and levesggation within the

communities of practice or sub-organizations responsible for spepiirational processes (e.g., incident
management, malware or forensic analysis). That integration isssgdr under the aspects of Operations,
in A.2.2 below.

Table A-3. Internal I ntegration

Approach Internal Integration

None No integration; information security is part of programmatic risk management.

Friction Avoidance | Physical security, personnel security, and business continuity are aligned with cyber security, which
includes ICT (information and communications technology) security. Cyber security is part of larger-
scale risk management (e.g., coordinated management of information, IT, compliance, and
business risks) to avoid conflicts.

Cooperation Physical security, personnel security, business continuity, ICT architecture, and operations security
are integrated with cyber security. Organizational units responsible for cyber security, architectural,
and acquisition strategies cooperate to ensure consistency; cyber security is part of enterprise risk
management.

Coordination Physical security, personnel security, business continuity, supply chain risk management (SCRM), ICT
architecture, business process engineering, operations security, and cyber security are integrated
with mission assurance. Organizational units responsible for cybersecurity, architectural, and
acquisition strategies coordinate to achieve synergies; cyber security strategy is part of mission
assurance strategy, which is part of the organization’s mission and enterprise risk management
strategies.

Collaboration Physical security, personnel security, business continuity, SCRM, ICT architecture, business process
engineering, operations security, and cyber security are integrated with mission assurance.
Organizational units (e.g., programs, business units) collaborate to implement the organization’s
mission assurance strategy, recognizing that cybersecurity is a significant part of the organization’s
mission and enterprise risk management strategies.

A.1.3 Mitigation Philosophy

The organization’s mitigation philosophy reflects its relative piagiregarding compliance with
standards of good practice versus proactive investment in new mitigatioriques. To address the
conventional threat, the organization can focus on compliance with standgaitsigfractice, so that
cyber security governance is strongly identified with compliance. \Wigat-informed and anticipatory
risk management, the persistence, inventiveness, and adaptability df¢nsaay motivate the
organization to push the state of the practice and even the state ofthe art

The mitigation philosophy provides a foundation for Operations and Architetangineering, by
identifying the set of stages of the cyber attack lifecycle to bgidemed. That consideration is reflected
in organizational policies and resources for cyber defenders, which detenwhich types of attack
activities defenders are authorized to look for and analyze. One distinetivedn levels is the stages of
the cyber attack lifecycle defenders are authorized to condittge that to gain information about some
activities, defenders may need to look at or even participate in neataaaketplaces; because this could
incur risk to the organization, it will require authorization by appropoaganizational senior
leadership.)

31 Internal Integration merges two aspects of goweraan Cyber Prep 1.0: Allied Disciplines and Imggpn of Cybersecurity
Strategy with Other Organizational Strategies.

32 Mitigation Philosophy builds on the Cyber Risk Métion Approach in Cyber Prep 1.0, adding mategkited to
organizational intent from the DACS framework [ifi particular identifying the stages of the cybetaek lifecycle the
organization seeks to address.
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Table A-4. Mitigation Philosophy

Approach Mitigation Philosophy

Compliance Information security is identified with compliance with standards of good practice. Trade-offs are
made between alternative products, within cost constraints. The organization considers the
adversary tactically; cybersecurity staff consider selected stages of the CAL (typically, Deliver,
Exploit, and Execute).

Risk Aware Information security is identified with compliance with standards of good practice, in the context of
broader risk management. The organization makes trade-offs between cybersecurity and financial
costs. The organization seeks to affect the adversary tactically. Cyber defenders are authorized to
consider selected stages of the CAL (typically, Recon, Deliver, Exploit, limited aspects of Control, and
Execute).

Risk Managed Cybersecurity includes conformance with standards of good practice, but pushes the state of the
practice to address the advanced threat. The organization makes trade-offs between cybersecurity
and financial costs, including potential costs of compromise. The organization seeks to affect the
adversary operationally as well as tactically. Cyber defenders are authorized to consider all stages of
the CAL except Weaponize.

Innovation Cybersecurity builds on standards of good practice, but pushes the state of the practice by
Adoption incorporating state of the art techniques, sometimes at the expense of non-compliance with
standards of good practice. The organization makes trade-offs among cybersecurity, mission
resilience, innovation (including new business models), and financial costs (including potential costs
of compromise and loss of competitive advantage). The organization seeks to affect the adversary in
limited strategic ways as well as tactically and operationally. Cyber defenders are authorized to
consider all stages of the CAL, as well as some supply chain attack patterns.

Innovation Cybersecurity builds on standards of good practice, but pushes the state of the art to ensure
Leadership continued security evolution in the face of an innovative adversary. The organization makes trade-
offs among cybersecurity, mission resilience, innovation, financial costs, and current and potential
future relationships, missions, and competitive advantages. The organization seeks to affect the
adversary strategically as well as tactically and operationally. Cyber defenders are authorized to
consider all stages of the CAL, as well as all supply chain attack patterns.

A.1.4 Adaptability

Adversary activities can affect the organization’s abibtgarry out its normal business or mission
functions, including those functions that are designed to enable the origemiadiandle disruptions.
Incident handling is part of generally accepted cybersecurity pgactad handling of ICT disruptions is
commonly part of business continuity planning. However, business continuityimgadoes not usually
address adversary activities, which can be intended to disrupt decakdrgror can have such
disruption as a side effect). Thus, adaptability and agility need to bénbaiityber security decision
making processes, providing alternative lines of communications, camibprocessing.

With conventional threats, the effects of adversary activdtiesassumed to be only moderately
disruptive; attacks are assumed to be of limited scope and duration, aadyeted at decision makers.
Thus, disruption of decision making processes is also expected to leellimithe more APT-driven
Cyber Prep classes, the organization needs well-defined alternatiesggsdor communications and
decision making. These processes need to consider the fact thabadgemay target decision makers
and decision processes.
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Table A-5. Adaptability

Approach Adaptability

No Alternatives The organization’s processes for decision making in the event that the adversary’s action results
in minor or short term disruption of some aspects of the primary decision making process are ad-
hoc.

Limited The organization has an informal process intended to provide some limited alternate cyber

Alternatives decision making in the event that the adversary’s action results in minor or short term disruption of

some aspects of the primary decision making process. The process may draw upon an existing
COOP process, but cyber disruptions not actually considered in COOP planning.

Established The organization has defined and implemented a process, which may be integrated into COOP

Alternatives planning, that provides for limited alternate cyber decision making in the event that the adversary’s
action disrupts critical aspects of the primary decision making process.

Exercised The organization has defined, implemented, and exercised a process, which may be integrated into

Alternatives COOP planning, that provides for alternate critical cyber decision making, allowing for delegation of

responsibilities, in the event that the adversary’s action results in a successful long term disruption
of key aspects of the primary decision making process.

Adaptable The organization has defined, implemented and exercised an adaptable process, which is
Alternatives integrated into COOP planning, that provides for alternate cyber decision making, allowing for
timely decisions and delegation of responsibilities, in the event that the adversary’s actions results
in a successful long term destruction or severe disruption of the primary decision making process,
or otherwise prevents it from acting in a timely manner. Alternatives can be modified or tailored
based on circumstances.

A.1.5 External Coordination

The importance of a “beyond the enterprise” component to an organizatrateg)gtis increasingly
recognized. The External Coordination aspect of governance refleast&ys in which the organization
engages with service providers, business partners or suppliers, witmetsstwith other organizations in
the organization’s sector, and with Government agefici%gh respect to cyber security practices, this
can take such forms as information sharing, coordination, agreement ondsdondarformation
exchange, agreement on standards of good practice, etc., and complements atadrifbegration or
collaboration beyond the enterprise. With respect to risk governexteenal coordination can range
from working in relative isolation to participation in the ongoing disaussihich is shaping the
collective understanding of the cyber security problem dofain.

Table A-6. External Coordination

Approach External Coordination

Informal Cybersecurity staff share information about security needs and concerns with cybersecurity staff in
ICT supplier organizations.

Avoidance of Cybersecurity staff share information with counterparts in partner and supplier organizations, to

Imposed Risks support shared awareness of threats and detect incidents. The organization engages with owners

and operators of systems, services, and infrastructures beyond the organization, to ensure that
dependencies do not impose unknown or intolerable risks on the organization. The organization has
defined procedures for cooperating with law enforcement.

33 In addition to law enforcement, these may incladge and major urban area fusion centers [103].
34 External Coordination is based on Strategic Iretegn Beyond the Enterprise in Cyber Prep 1.0 doigls concepts related to
types of relationships from the DACS framework §8]well as the potential for external relationstiipactive cyber defense.
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Approach ‘ External Coordination

Cooperation Cybersecurity staff cooperate with counterparts in peer, partner, supplier, and customer
organizations, to support shared awareness of threats and detect incidents. The organization engages
with owners and operators of systems, services, and infrastructures beyond the organization, to
ensure that dependencies do not impose unknown or intolerable risks on the organization, and to
limit the risks the organization shares with or imposes on others. The organization maintains
awareness of bodies working on better understanding of cyber threats, consequences, and risk
mitigation approaches, since their work could impact organizational strategy. The organization has
defined procedures for cooperating with law enforcement, including procedures for determining
when and how to notify law enforcement.

Coordination Cyber defense and strategic planning staff coordinate with counterparts in peer, partner, supplier,
and customer organizations, to support shared response to threats and so that the organization’s
cybersecurity strategy is not undermined by strategic weaknesses in those organizations. The
organization cooperates and selectively coordinates with owners and operators of systems, services,
and infrastructures beyond the organization, to ensure that dependencies do not impose unknown or
intolerable risks on the organization, to limit the risks the organization shares with or imposes on
others, and to reduce the risks of cascading failures or unintended consequences of active cyber
defense. The organization cooperates with or participates in bodies working on better understanding
of cyber threats, consequences, and risk mitigation approaches, since their work could impact
organizational strategy. The organization has defined procedures for cooperating with law
enforcement, including procedures for determining when and how to notify law enforcement.
Collaboration Cyber defense and strategic planning staff collaborate with cybersecurity counterparts in other
organizations in the organization’s mission or critical infrastructure sector, as well as in peer,
partner, supplier, and customer organizations, to support shared information-gathering about,
analysis of, preparation for, and response to threats, to increase the effectiveness of active cyber
defense, and so that the organization’s cybersecurity strategy is part of a mission-wide or sector-wide
mission assurance strategy. The organization coordinates and selectively collaborates with owners
and operators of systems, services, and infrastructures beyond the organization, to ensure that
dependencies do not impose unknown or intolerable risks on the organization, to limit the risks the
organization shares with or imposes on others, and to jointly manage the risks of cascading failures or
unintended consequences of active cyber defense. The organization collaborates with bodies working
on better understanding the cybersecurity problem domain and related trade-offs, developing
common solutions, and/or defining policies and joint strategies.

A.2 Operations

Five aspects of operations are described in more detail: SecuritydPAssassment, Incident
Management, Threat Intelligence and Analysis, Forensic Analysis,raimdnfy and Readiness. As noted
in the discussion of Internal Integration under Governance, A.2.1.2 above, theP@gbetasses for
threat-informed and anticipatory risk management are charactéyzeollaboration or integration
among cybersecurity processes and specialties. In the Operatiocts asi&yber Prep, one key
differentiation is between cybersecurity staff, who are resporfsiblmplementing the organization’s
cybersecurity program and administering cybersecurity mechanismsssiggiméty and access
management, and cyber defenders, who are responsible for defending the dogén@dier resources
by detecting, analyzing, responding to, reporting on, and thwarting cyber attAoksng cyber
defenders, specialists can include threat analysts, respomsiblealyzing and generating cyber
intelligence reports as well as for creating, sharing, and analgieiaged threat information, and
forensic analysts, responsible for analyzing artifacts (e.g., maaad damage from cyber attacks. At
and above Cyber Prep Level 3, the organization may create and operate its oviy Spetations
Center (SOC¥

35 The area of responsibility for cyber defenderdéafensive cyberspace operations [75].
36 See [40] for a discussion of the circumstancesundhich an organization might create its own SOC.
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A.2.1 Security Posture Assessment

Security Posture Assessment refers to how the organization mainsgnseaof the current security
status of its cyber resources, and manages that posture to addressbiliiee. To address conventional
cyber threats, Security Posture Assessment relies on resources sacttinuous diagnostics and
monitoring (CDM) tools and services, overseen by cybersecurity statfie iImore APT-driven Cyber
Prep classes, Security Posture Assessment results in cybeos#dlatvareness (SA).

Table A-7. Security Postur e Assessment

Approach Assessment and Awareness

Minimal The organization invests minimal effort to understand its security posture, relying on
vulnerability assessment and malware protection tools to identify incidents.

Ongoing Scanning & The organization allocates resources to understand its security posture, scanning and

Monitoring monitoring cyber resources on an ongoing basis.

Threat-Informed Scanning & | The organization applies resources to understand its security posture, including to

Monitoring understand how its threat environment is changing, scanning and monitoring cyber

resources on an ongoing basis using updated threat information.
Cyber Situational Awareness | The organization applies resources to maintain situational awareness of its cyber

(SA) resources and of the changing threat.
Integrated Mission The organization integrates cyber situational awareness with mission / organizational
Situational Awareness (SA) situational awareness, so that the mission implications of the cybersecurity posture can

be understood and managed.

A.2.2 Incident Management

Incident Management refers to organizational processes for respondingaoaging incidents or
indications that an incident could occur. For practice-driven risiagement oriented toward
conventional cyber threats, the focus is on event detection and incidemtseaspor threat-informed and
anticipatory risk management, cyber courses of action and active cfbesalbecome key processes.
The processes can be limited to managing the effects of adverseaitieadate in the cyber attack
lifecycle, or can span it.

Table A-8. Incident M anagement

Level ‘ Incident Management ‘

Ad hoc Response Cybersecurity staff respond to incidents to support policy enforcement, based on detection of
Execute activities.

Incident Response Cybersecurity staff respond to incidents, based on detection of activities in the Exploit and

Execute stages.

Incident Management | Cybersecurity staff manage incidents and other events (e.g., potentially disruptive software
changes, execution of contingency plans) to support policy enforcement and system resilience,
based on detection of activities in the Exploit and Execute stages as well as indications and
warning (I&W) for activities in the Recon and Control stages.

Resilient Courses of Cyber defenders and tool developers work together to detect and analyze threats and develop
Action effective and timely courses of action, including active cyber defense, based on indications and
warnings (I&W) for activities throughout the cyber attack lifecycle. Cybersecurity staff manage
events jointly with cyber defenders and mission owners, while cyber defenders execute and
adapt courses of action throughout the cyber attack lifecycle to support mission resilience.
Courses of action can include allowing limited adverse consequences as part of a deception
strategy, and relying on alternative supply chains to address some supply chain attack
patterns.
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Level Incident Management

Integrated Defensive An integrated team of cyber defenders, including forensics analysts and threat analysts, and
Operations tool developers work together to detect, analyze and develop effective and timely courses of
action, including active cyber defense, cooperating or collaborating with external parties
consistent with organizational policy. Cybersecurity staff manage events jointly with cyber
defenders and mission owners, while cyber defenders execute and adapt courses of action
throughout the cyber attack lifecycle to support mission resilience. Courses of action can include
allowing limited adverse consequences as part of a deception strategy, and relying on alternative
supply chains to address most if not all known supply chain attack patterns.

A.2.3 Threat Intelligence and Analysis

Threat Intelligence and Analysis refers to organizational psesef®r using (and, at Architectural
Resilience and Pervasive Agility, for developing) cyber threalliggace information. This includes
adversary tactics, techniques, and procedures (TTPs). In accordanceyaitizational policy, threat
information may be shared, for example using STIX and TAXII [48]. For peadtiwen risk
management, cybersecurity staff are consumers of threat imtekligeports; for threat-informed and
anticipatory risk management, cyber defenders both consume and cresttentbliegence information.

Table A-9. Threat I ntelligence and Analysis

Approach Threat Intelligence Analysis

Intermittent Cybersecurity staff review threat intelligence reports on an intermittent, ad hoc basis.

Ongoing Cybersecurity staff review threat intelligence reports on an ongoing basis, to identify threats or attack
patterns that might apply to the organization.

Proactive Cybersecurity staff review threat intelligence reports and shared threat information on an ongoing
basis, to identify new threats or attack patterns that might apply to the organization currently or in the
future.

Integrated Cyber defenders analyze threat intelligence reports and shared threat information on an ongoing basis.

Cyber defenders analyze adversary behavior to identify adversary TTPs. Cyber defenders work with
cybersecurity staff to define and meet data collection needs, and work with mission owners to define
courses of action related to current and anticipated threats.

Innovative Cyber defenders analyze threat intelligence reports and shared threat information on an ongoing basis.
Cyber defenders define new threat analytic methods, including to identify adversary TTPs and to
assess the effects of defensive actions on adversary activities. Cyber defenders work with
cybersecurity staff to define and meet analysis-driven data collection needs, and work with mission
owners to define courses of action related to current and anticipated threats.

A.2.4 Forensic Analysis

Forensic Analysis refers to organizational processes for analyaidg &t for threat-informed and
anticipatory risk management, developing new capabilities to analyfagta such as malware, damage,
and other evidence left by adversary activities. For practice-driskmanagement, forensic analysis of
malware is outsourced (or not performed); the focus is on identifyinggkarn the more APT-driven
Cyber Prep categories, forensic analysis can result in the developihnadtitators (i.e., 8bservable
patterns combined with contextual information intended to represeactsténd/or behaviors of
interest within a cyber security contépt8]), which can then be shared using STIX and TAXII.
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Table A-10. Forensic Analysis

Approach Forensic Analysis

Reactive

Cybersecurity staff perform reactive, after-the-fact analysis focused on damage assessment; analysis is
limited by the priority of restoring normal operations.

Enabled

Cybersecurity staff support after-the-fact analysis of damage and residual artifacts (e.g., malware),
typically performed by another organization.

Proactive

Cybersecurity staff perform after-the-fact analysis of damage and residual artifacts (e.g., malware).

Integrated

Cyber defenders analyze cyber situational awareness and other data on an ongoing basis, to look for
damage, artifacts, and observables related to any of the post-Exploit stages. Forensic analysts analyze
malware, develop indicators, and work with tool developers to develop effective countermeasures
against malware or to discern indicators. Forensic analysts and cyber defenders work with
cybersecurity staff to define and meet data collection needs, particularly to enable rapid detection of
intrusions, and work with mission owners to define courses of action related to current and
anticipated threats.

Innovative

Cyber defenders analyze cyber situational awareness and other data on an ongoing basis, to look for
damage, artifacts, and observables related to any of the post-Exploit stages as well as related to supply
chain attack patterns. Forensic analysts analyze malware, develop indicators, and define new forensic
analysis methods, and work with tool developers to develop effective countermeasures against malware
and to implement new analysis tools. Forensic analysts and cyber defenders work with cybersecurity
staff to define and meet analysis-driven data collection needs, particularly to enable rapid detection of
intrusions and to identify evidence and support attribution, and work with mission owners to define
courses of action related to current and anticipated threats.

A.2.,5 Training & Readiness

Training & Readiness refers to organizational processes for ensuriipeimalevant staff are informed
about the roles they play in addressing cyber threats, and are realfiyl todse roles. For practice-

driven risk management, readiness is aligned or integrated with busimaission continuity; for threat-
informed and anticipatory risk management, readiness is part odbmessurance. For guidance on cyber

exercises, see [49] [50].

Table A-11. Training & Readiness

Approach Training and Readiness

Training & Cybersecurity staff and users receive training and awareness materials.

Awareness

Risk-Informed Cybersecurity staff and users receive tailored training and awareness materials, based on the
Training & organization’s risk tolerance and threat assumptions. Cybersecurity staff develop contingency
Awareness plans, based on relatively static threat intelligence.

Informed Cybersecurity staff and users receive tailored training and awareness materials, based on the
Readiness organization’s risk tolerance and threat assumptions. Cybersecurity staff coordinate with business

continuity planners to develop integrated contingency plans, based on relatively static threat
intelligence.

Coordinated
Readiness

Cybersecurity staff and users receive tailored training and awareness materials, based on the
organization’s risk tolerance and threat assumptions. Additional training and awareness materials
are developed and disseminated based on threat intelligence updates. Cybersecurity staff
coordinate with business continuity planners to develop integrated contingency and continuity of
operations (COOP) plans, coordinating with cyber defenders; cyber defenders develop alternative
courses of action, coordinating with mission owners.

Integrated
Readiness

Cybersecurity staff and users receive tailored training and awareness materials, based on the
organization’s risk tolerance and threat assumptions. Additional training and awareness materials
are developed and disseminated based on threat intelligence updates. Contingency plans, COOP
plans, and cyber courses of action are jointly developed, to minimize mission disruption when
executed.
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A.3 Architecture & Engineering

Cyber Prep does not assume a specific architecture or arclatéauarework. Four aspects of
architecture are identified: Architectural Definition, SeguEhgineering Orientation, Functionality, and
Versatility.

A.3.1 Architectural Definition

Architectural Definition refers to how — and how well — the organizatiometefts security architecture.
In the more APT-driven Cyber Prep classes, the security architecamenigegral part of the enterprise
architecture. (Note that while enterprise architecture can be ngarwonstrued to refer to the
organization’s information systems [51], it can be more broadly condtsuedude the organization’s
business or mission processes and their relationships [52].)

Table A-12. Architectural Definition

Approach Architectural Definition

Basic The security architecture is informally defined, and focuses on the enterprise perimeter, and on
selected internal security capabilities.
Data-Centric The security architecture is well-defined with respect to critical information and its uses. The

security architecture may be informally defined, and focuses on the enterprise perimeter, selected
internal security capabilities, and data loss prevention.

Capability-Centric | The security architecture is sufficiently well defined to enable analysis of mission dependencies on
and interactions with security capabilities. The enterprise architecture is well-defined with respect
to mission / business functions and supporting functionality, including critical information to be
protected; the security architecture is recognized as a view into or as a key aspect of the enterprise
architecture.

Mission-Centric The security architecture is defined, to enable analysis of cyber resiliency and mission resiliency
capabilities, including those that involve dependencies on organization-external systems. The
enterprise architecture is well-defined with respect to mission / business functions and supporting
functionality, including critical information to be protected and application of cyber resiliency design
principles; the security architecture is recognized as integral to the enterprise architecture.
Extensive The security architecture is defined, to enable analysis of cyber resiliency and mission resiliency
capabilities, including those that involve dependencies on or interactions with organization-external
systems. The enterprise architecture is well-defined with respect to mission / business functions and
supporting functionality, including missions or business functions that go beyond the organization
and application of cyber resiliency design principles; the security architecture is recognized as a
integral to the enterprise architecture.

A.3.2 Security Engineering Orientation

Security Engineering Orientation refers to the emphasis of engine@tingies — particularly trade-off
analyses — performed when the organization acquires, upgrades, or replagg®ihs, services, and
infrastructure components. See NIST SP 800-160 for more information abouttuities[53].

In the context of the JTF and CNSS publications, a compliance-orientedqgptiy often leads to blind
selection of every control in a baseline; a consequence-oriented philofiopts/far some tailoring of
baselines, recognizing trade-offs between the management of comfitientitegrity, and availability
risks, as well as consideration of overlays. It must be emphasized that péitiese orientations is true
to the spirit of the JTF approach to risk management [54]. Howevan,afterganization that has
heretofore failed to apply any real security engineering needs toitiveme of these philosophies long
enough to recognize the limitations of the approach, and in particular how such@achgpils to
address the APT. Consistent with the JTF approach, an orientatioortoatibn security risk
management requires consideration of the full range of environmentakfszivhich a system, service,
or infrastructure will be subject — including threat as well asatipgral and technical factors.
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An organization’s Security Engineering Orientation needs to be tightly abujitle its Mitigation
Philosophy in order to ensure that engineering decisions will be consigtetit@vorganizational risk
management strategy.

Table A-13. Security Engineering Orientation

Approach Security Engineering Orientation

Compliance-Oriented Security engineering activities focus on applying and establishing compliance with
generally accepted standards of good practice.

Consequence-Oriented Security engineering activities focus on applying generally accepted standards of good

practice, selecting security controls based on an awareness of worst-case or expected
consequences. Trade-off analyses consider different types of consequences, related to
confidentiality, integrity, and availability.

Oriented to Information Security engineering activities focus on selecting and implementing effective security
Security Risk Management controls, based on consideration of different types of information security risks and of
the environments in which the controls will be used. Trade-off analyses consider
different types and levels of security risks, and relative effectiveness of alternative
controls and implementations in risk reduction.

Oriented to Mission Risk Security engineering activities focus on selecting and implementing effective security and
Management resiliency controls, based on consideration of different types of information security risks,
the environments in which the controls will be used, and ensuring that cyber security and
resiliency mechanisms will support mission assurance. Trade-off analyses consider
different types and levels of security and mission risks, and relative effectiveness of
alternative controls, cyber resiliency techniques, and implementations in risk reduction.
Fully Integrated with Mission | Security engineering activities focus on selecting and implementing effective security and
and Organizational Risk resiliency controls, based on consideration of different types of information security risks,
Management the environments in which the controls will be used, and ensuring that cyber security and
resiliency mechanisms will support mission assurance. Trade-off analyses consider
different types and levels of security and mission risks, and relative effectiveness of
alternative controls and implementations in risk reduction, in the context of future
strategic plans as well as current and anticipated mission needs.

A.3.3 Functionality

Functionality refers to the types of functions or capabilities thenorgtion’s security architecture
provides. For ease of exposition, terminology is drawn from the NIST Cybdatgéaamework (the
functional areas of Identify, Protect, Detect, Respond, and Recover) aiRENMICyber Resiliency
Engineering Framework (the cyber resiliency goals of Anticipatéhdtéind, Recover, and Evolve, and
the cyber resiliency objectives of Understand, Prepare, Prevent / Avoidh@@gri€onstrain,
Reconstitute, Transform, and Re-Architect). See the glossary fortdefinof these terms, and see
Appendix B for a discussion of the relationship between Cyber Prep and trasevorks.

Table A-14. Functionality

Approach Functionality

Basic Cybersecurity Cybersecurity capabilities focus on the functional areas of Identify, Protect, Detect, and
Respond.

Moderate Cybersecurity Cybersecurity capabilities cover the functional areas of Identify, Protect, Detect, Respond,
and Recover.

Full Cybersecurity Cybersecurity capabilities cover the functional areas of Identify, Protect, Detect, Respond,

and Recover, complemented with capabilities that provide some support to a limited set
of cyber resiliency objectives.

Cyber Resiliency Cybersecurity and related capabilities include the full range of cybersecurity functional
areas and most cyber resiliency goals (Anticipate, Withstand, Recover, and limited
aspects of Evolve) and objectives.
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Approach Functionality

Extended Cyber Resiliency Cybersecurity and related capabilities includes the full range of cybersecurity functional
areas and all cyber resiliency goals and objectives. Capabilities for active cyber defense
may also be defined, and their interactions with cybersecurity and cyber resiliency
capabilities articulated.

A3.4 Versatility

Versatility refers to the extent to which the organization can modifgr,tar extend its security
architecture to improve cybersecurity, resilience, and defdihsilrhile continuing to adapt to changing
technologies and operational uses. For practice-driven risk managdmesrganization is limited by
resources or investments to commercial off-the-shelf (COT&jupts.

Table A-15. Versatility

Approach Versatility ‘

Brittle The organization has very few options for tailoring or extending its architecture to
improve security (e.g., the architecture is driven by legacy investments; the organization
lacks the resources to tune COTS products). Changes in the technical or operational
environment can break security functionality.

Rigid The organization has limited options for tailoring or extending its architecture to improve
security (e.g., by replacing or upgrading selected legacy components with known
security issues; by tuning COTS products). The implementation of security functionality
restricts options for architectural changes to accommodate changes in the technical or
operational environment.

Tailorable The organization has multiple options for tailoring or extending its architecture to
improve cybersecurity (e.g., by phased replacement or upgrades to legacy components
to reduce inherent vulnerabilities; by tuning and coordinating the use of COTS products
using enterprise-level tools); and some limited options for providing and improving
cyber resiliency. The security architecture includes numerous modular components
which can be replaced without overhauling the entire architecture.

Adaptable The organization has multiple options for tailoring or extending its architecture to
improve cybersecurity (e.g., by phased replacement or upgrades to legacy components to
reduce vulnerabilities; by tuning and coordinating the use of COTS products using
enterprise-level tools; by modifying COTS products) and integrating cyber resiliency into
technical and process architectures (e.g., by integrating technologies that implement
different cyber resiliency techniques). The architecture is designed so that the
replacement of components supporting one set of security functions may be done
without adversely impacting some other set of security functions.

Highly Evolvable The organization has multiple options for tailoring or extending its architecture to
improve cybersecurity, cyber resiliency, and cyber defense, including the use of multiple
architectures, tailored to different environments. The architecture is designed so that
the replacement of components supporting one set of security functions may be done
without adversely impacting some other set of security functions. In addition, the
architecture is designed to support additional or alternate components that support a
given set of security functions.

56



Appendix B Mapping to Related Frameworks

This appendix identifies other frameworks that could be used in conjungtio Cyber Prep. Each framework is described in terms of its intended
users (e.g., organizations, corporate officers and their staffs, man#gdogus in terms of the Cyber Prep framework (e.g., threat characseris
aspects of governance, operations, architecture & engineering), anehitsod to users of Cyber Prep. Key elements of the framework that could be

mapped to elementslésses, areas and_aspects) of Cyber Prep are also identified.

NIST Cybersecurity
Framework (CSF) [1]

[2]

Table B-1. Mapping Cyber Prep to Other Frameworks

m Description Elements Corresponding Elements of Cyber Prep 2.0 ‘

Intended users: Organizations in critical
infrastructure sectors.

Focus: Operations, Architecture,
Governance

Relevance: Four tiers characterize an
organization’s risk management practices
and approaches. Like Cyber Prep
strategies, the tiers do not constitute a
maturity model. Cybersecurity practices
are organized into five functional areas.

Framework Implementation Tiers:
1: Partial

2: Risk Informed

3: Repeatable

4: Adaptive

Partial ~ Basic Hygiene

Risk Informed ~ Critical Information Protection
Repeatable (extended to consider APT) ~ Responsive
Awareness

Adaptive ~ Architectural Resilience

Key Aspects of Tiers:

Risk Management Process

Integrated Risk Management Program
External Participation

Governance aspects:
Governance Structure

Internal Integration
External Coordination

Functions (with 22 categories and 97 sub-
categories):

Identify

Protect

Detect

Respond

Recover

Used in defining Functionality aspect of Architecture &
Engineering

Identify: All (note that only the Asset Management
category applies; other Identify categories relate to
Governance Structure and Mitigation Philosophy, and to
Security Posture Assessment)

Protect: All

Detect: All

Respond: All

Recover: All but Basic Hygiene

DSB [27]

Intended users: Department of Defense,
to define a strategy for improving the
resilience of DoD systems to cyber
attacks.

Relevance: A threat hierarchy of potential
attackers’ capabilities characterizes six
tiers of adversaries. A risk model

Six tiers of potential attackers:

Tiers | and II: exploit known vulnerabilities
Tiers lll and IV: discover new vulnerabilities
Tiers V and VI: create vulnerabilities

Cyber Prep Threat Classes:

Tier | ~ Cyber Vandalism

Tier Il ~ Cyber Incursion

Tier Il ~ Cyber Breach & Organizational Disruption

Tier IV, some Tier V ~ Cyber Espionage & Extensive
Disruption

Tier V, Tier VI ~ Cyber Espionage & Extensive Disruption,
Cyber-Supported Strategic Disruption
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m Description Elements Corresponding Elements of Cyber Prep 2.0 ‘

motivates the definition of risk
management approaches.
Focus: Threats

Risk model (and corresponding risk
management approaches):

Threat: Intent (Deter) and Capabilities
(Disrupt)

Vulnerabilities: Inherent (Defend) and
Introduced (Detect)

Consequences: Fixable (Restore) and Fatal
(Discard)

Cyber Prep enables the organization to apply the risk
management approaches.

Deter (subject to the organization’s Mitigation Philosophy):
Pervasive Agility (Incident Management)

Disrupt: Architectural Resilience and Pervasive Agility
(Incident Management)

Defend: Responsive Awareness and Pervasive Agility
(Incident Management)

Detect: All Cyber Prep classes (Incident Management,
Functionality)

Restore: All but Basic Hygiene (Incident Management,
Functionality)

Discard: Architectural Resilience and Pervasive Agility
(Versatility)

NIST SP 800-39 Tiers
and Risk Management
Process [6]

Intended users: Organizations seeking to
manage information or cyber security
risks.

Focus: Governance

Relevance: Three organizational tiers at
which risk management activities are
performed are identified. A four-step
high-level risk management process is
defined, and discussed in the context of
the tiers.

Organizational tiers:

1: Organization

2: Mission / Business Process
3: Information System

Cyber Prep is intended for use at Tier 1. If the organization
treats cyber defense as a mission or business area, the
Operations aspects of Cyber Prep can be used to define
organizational strategy at Tier 2 for that area. For a large or
federated organization, Cyber Prep can be used for sub-
organizations.

Risk Management Process:
Risk Framing

Risk Assessment

Risk Response

Risk Monitoring

Cyber Prep provides an approach to risk framing with
respect to cyber threats. The selection and tailoring of
specific aspects can be viewed as risk response at the
organizational tier. Threat Intelligence supports risk
monitoring at all tiers.

NIST SP 800-30R1 Risk
Model [26]

Intended users: Organizations performing
cyber security risk assessments.
Relevance: Adversaries are characterized
in terms of five levels of capabilities,
intent, and targeting.

Focus: Threats, Consequences

Types of threat sources

Five levels of three attributes of adversarial
threats:

Capabilities

Intent

Targeting

Cyber Prep is focused on adversarial threats. The Cyber
Prep adversary classes roughly track the levels in NIST SP
800-30R1. The Cyber Prep adversary characteristics can be
used to refine the NIST SP 800-30R1 threat model. The
NIST SP 800-30R1 threat modeling framework includes
representative threat events.

IAB Cyberspace
Security Continuum
[55]

Intended users: Organizational leaders
and senior managers.

Relevance: Organizational programs are
characterized in terms of capabilities in six
key areas.

Focus: Governance, Operations

Three levels of organizational capability in
the areas of governance, processes &
procedures, and training & exercises

Matrix mapping capabilities in six functional
areas (security provision, operate and
maintain, defend and protect, analyze,
investigate, recovery) to the areas of people,
processes, and technology

The IAB Cyberspace Security Continuum is brief and high-
level guideline. Cyber Prep aspects for different classes can
be mapped to the values used to define the three levels.
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m Description Elements Corresponding Elements of Cyber Prep 2.0 ‘

CEB Threat
Management
Maturity Model [19]

Intended users: Members of the
Information Risk Leadership Council to
orient Corporate Information Security
Officers (CISOs) to the threat-related
aspects of information security risk
management.

Relevance: Four high-level stages of
maturity characterize an organization’s
approach to cyber threats.

Focus: Operations

Stages:

1: Basic Response

2: Organized Operations

3: Advanced Detection and Response

4: Intelligent Prediction and Automation

Correspond to Incident Management:

Basic Response: Basic Hygiene, Critical Information
Protection

Organized Operations: Responsive Awareness
Advanced Detection and Response: Architectural
Resilience

Intelligent Prediction and Automation: Pervasive Agility

CERT Resilience
Management Model
(RMM) [12]

Intended users: Organizations that seek
to manage operational resilience.
Relevance: Organizations can draw from
26 process areas to identify, assess, and
improve their capabilities to continue
operations (on a prioritized basis) in the
face of adversity.

Mapped to NIST SPs [56] and to
commercial codes of practice [57].
Focus: Operations, Governance

26 process areas across four categories:
Enterprise management

Engineering

Operations

Process management

Each process area has a set of goals; each goal
has its own specific practices.

Aspects of Cyber Prep Operations and Governance
highlight the importance of selected process area goals for
cyber resilience.

NACD Cyber-Risk
Oversight Director’s
Handbook [3]

Intended users: Members of a corporate
Board of Directors.

Relevance: Five principles are stated.
Supporting discussion includes
consideration of the CSF: “This level of
management may be beyond the practical
ability of all organizations, but some
elements are available to all companies.
Directors should set the expectation that
management has considered the NIST
Framework in developing the company’s
cyber-risk defense and response plans.”
Focus: Governance

Five Principles:

1. Cybersecurity as an enterprise-wide risk
management issue.

2. Legal implications of cyber risks.

3. Adequate access to cybersecurity expertise.
4. Expectation of an enterprise-wide cyber-
risk management framework with adequate
staffing and budget. (Discusses CSF; cites ISA
integrated approach to managing cyber risk.)
5. Risk management strategy.

Cyber Prep is intended to be used by an organization that
has adopted the five principles.
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m Description Elements Corresponding Elements of Cyber Prep 2.0 ‘

ISA-ANSI, The
Financial
Management of Cyber
Risk [58]

Intended users: Chief Financial Officers
(CFOs).

Relevance: Key concepts, motivating
questions, and frameworks are identified
for activities in six framework areas.
Focus: Governance, to a lesser extent
Operations

Framework areas:

Understanding and Managing Economic
Aspects

Managing the Human Element

Managing Legal and Compliance Issues
Operations and Technology

Managing External Communications and Crisis
Management

Analyzing Financial Risk Transfer and
Insurance

All Governance aspects corresponding to Responsive
Awareness, Cyber Resiliency, or Pervasive Agility
Security Posture Assessment, Incident Management, and
Training & Readiness corresponding to Responsive
Awareness, Cyber Resiliency, or Pervasive Agility

B|A|H Cyber
Operations Maturity
Framework [13]

Intended users: Organizations that seek
to develop or improve operational
effectiveness against cyber threats.
Relevance: Eleven key process areas are
grouped into four functional areas. Five
internal maturity levels, consistent with
CMMI, are defined for an organization.
Four levels of external maturity are
defined; these can be used to characterize
the portion of the cyber ecosystem to
which the organization belongs.

Focus: Operations

Four Operational Functions:
Anticipation

Awareness

Action

After-Action

11 process areas within these

Process areas correspond to Cyber Prep aspects:

Threat Identification & Analysis, Indications & Warning ~
Threat Intelligence & Analysis

Systemic Vulnerability Assessment, Continuous Scanning &
Monitoring ~ Security Posture Assessment

Contingency Planning ~ Adaptability

Training & Exercises ~ Training & Readiness

Intrusion Detection & Prevention ~ Functionality

Impact Analysis, Incident Response ~ Incident

Management
Forensics & Analysis ~ Forensic Analysis

Internal Maturity Levels:

1: Ad hoc (chaotic)

2: Defined (Repeatable / Codified)
3: Managed (Controlled)

4: Optimized (Measured)

5: Adaptive (Innovative)

While Cyber Prep is not a maturity model, the
characteristics of the Internal Maturity levels correspond
roughly to the Cyber Prep classes of Operations.

External Maturity Levels:
Isolated

Coordinated
Collaborative
Megacommunity

Roughly correspond to approaches to External
Coordination.

HP Security
Operations Maturity
Model [59]

Intended users: Organizations that seek
to improve their cyber security posture.
Relevance: Six maturity levels are
defined, for areas in the categories of
business (seven areas), people (seven),
processes (five), and technology (five).

Six maturity levels:
Incomplete

Initial

Repeatable
Refined

Managed
Optimised

While Cyber Prep is not a maturity model, the
characteristics of the top five maturity levels roughly track
the Cyber Prep classes.
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m Description Elements Corresponding Elements of Cyber Prep 2.0 ‘

Focus: Operations, Governance,
Architecture

Areas:
Business
People
Processes
Technology

People: General and Leadership ~ Governance Structure
Process: Specific elements that HP assesses correspond to
aspects of Operations

Technology: Specific elements that HP assesses correspond
to aspects of Architecture & Engineering

Cybersecurity
Maturity Model [21]

Intended users: Organizations that seek
to improve their cyber security posture.
Relevance: Five maturity levels are
defined, and mapped to three levels of
threat.

Focus: Threat; Operations, Governance,
Architecture — but only described in
general terms

Three threat levels:
Conventional Threat
Advanced Persistent Threat
Nation State

Conventional Threat ~ Cyber Vandalism, Cyber Breach &
Organizational Disruption

APT ~ Cyber Breach & Organizational Disruption

Nation State ~ Cyber Espionage & Extensive Disruption,
Cyber-Supported Strategic Disruption

Five maturity levels:
Reactive and Manual
Tools-Based
Integrated Picture
Dynamic Defense
Resilient Enterprise

Reactive & Manual ~ Basic Hygiene

Tools-Based ~ Critical Information Protection
Integrated Picture ~ Responsive Awareness

Dynamic Defense, Resilient Enterprise ~ Architectural
Resilience

Cybersecurity

Capability Maturity
Model (C2M2) [60]
(derived from [61])

Intended users: Organizations that seek
to improve their cyber security posture.
Particularly relevant to critical
infrastructure organizations which
manage operational technology (OT) as
well as information technology (IT)
Relevance: Three maturity levels are
defined, for ten domains.

Four maturity indicator levels (MILs), simply
referred to as MILO-MIL3

While Cyber Prep is not a maturity model, the
characteristics of the maturity levels roughly track the top
three Cyber Prep classes in the areas shown below. The
descriptions of the maturity levels in those areas can be
used to add more detail to a strategy developed using
Cyber Prep.

Ten domains:

Risk Management

Asset, Change, & Configuration Management
Identify & Access Management

Threat & Vulnerability Management
Situational Awareness

Information Sharing & Communications
Event & Incident Response, Continuity of
Operations

Supply Chain & External Dependencies
Management

Workforce Management

Cybersecurity Program Management

Risk Management ~ Internal Integration

Asset, Change, & Configuration Management ~ Security
Posture Assessment

Identify & Access Management ~ Security Posture
Assessment

Threat & Vulnerability Management, Situational Awareness
~ Security Posture Assessment

Information Sharing & Communications ~ External
Coordination

Event & Incident Response, Continuity of Operations ~
Adaptability, Incident Management

Supply Chain & External Dependencies Management,
Workforce Management ~ Governance Structure
Cybersecurity Program Management ~ Governance
Structure
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m Description Elements Corresponding Elements of Cyber Prep 2.0 ‘

Cyber Maturity Scale

Intended users: Organizations that seek

Five maturity levels:

While Cyber Prep is not a maturity model, the

Engineering
Framework (CREF)
[63] [64] [65] [66]

enterprise architects, who seek to ensure
system and mission resilience against
advanced cyber threats

Focus: Architecture

Relevance: The Architecture aspects of
Responsive Awareness, Architectural
Resilience, and Pervasive Agility use the
CREF goals and objectives.

Anticipate, Withstand, Recover, Evolve

[62] to improve their cyber security posture. Initial characteristics of the maturity levels roughly track the
Relevance: Five maturity levels are Repeatable values of the aspects identified below.
defined, for the areas of people, Refined
processes, and technology. Managed
Focus: Threat; Operations, Governance, Optimised
Architecture — but each organization must | Areas: People ~ Governance Structure
identify the key capabilities it seeks to People Processes ~ Internal Integration
mature Processes Technology ~ Mitigation Philosophy
Technology
Community Cyber Intended users: Organizations, Five maturity levels: Initial ~ Basic Hygiene, Critical Information Protection
Security Maturity communities, and states that seek to Initial Advanced, Self-Assessed ~ Responsive Awareness
Model (CCSMM) [22] improve their cyber security posture. Advanced Integrated, Vanguard ~ Architectural Resilience
[15] Relevance: Five maturity levels are Self-Assessed
defined, for six areas. Integrated
Focus: Threat; Operations, Governance, Vanguard
Architecture — levels of each area are Areas: Threats: Unstructured Threats ~ Cyber Vandalism, Cyber
described in general terms Threats Incursion; Structured Threats ~ Cyber Breach; Highly
Metrics Structured Threats ~ Cyber Espionage & Extensive
Information Sharing Disruption, Cyber-Supported Strategic Disruption
Technology Information Sharing ~ External Coordination, Threat
Training Intelligence & Analysis
Testing Training, Testing ~ Training & Awareness
Cyber Resiliency Intended users: Systems engineers and Goals: Architectural Resilience, Pervasive Agility Governance

Responsive Awareness, Architectural Resilience,
Pervasive Agility Architecture & Engineering (Functionality
Versatility)

Objectives:

Understand, Prepare, Prevent / Avoid,
Continue, Constrain, Reconstitute, Transform,
and Re-Architect

Responsive Awareness, Architectural Resilience,
Pervasive Agility Architecture & Engineering (Functionality
Versatility)

Techniques: Adaptive Response, Analytic
Monitoring, Coordinated Defense, Deception,
Diversity, Dynamic Positioning, Dynamic
Representation, Non-Persistence, Privilege
Restriction, Realignment, Redundancy,
Segmentation, Substantiated Integrity,
Unpredictability

Can be used to achieve Functionality for Responsive
Awareness, Architectural Resilience, Pervasive Agility
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Source
LogRhythm Security
Intelligence Maturity
Model [67] [68]

Description
Intended users: Organizations
Focus: Operations
Relevance: Links capability levels with
time to respond

Elements
Characteristics: Defines two classes of
characteristics: Organizational (five risk
characteristics) and Security Intelligence (ten
capabilities)

Corresponding Elements of Cyber Prep 2.0
Organizational risk characteristics correspond to Threat
type; Security Intelligence capabilities correspond to
Operations and some Functionality

World Economic
Forum Maturity
Model for
Organizational Cyber
Resilience [69]

Intended users: Organizations
Focus: Governance

Characteristics: Defines capabilities to be
included in an organization’s governance,
cyber risk management program, and external
relationships

Provides a C-suite questionnaire to determine
the organization’s maturity level

Can be used in conjunction with Cyber Prep Governance
aspects; describes some programmatic aspects in more
detail
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A variety of other frameworks and models are more specialized. These gsed® help develop more
detailed strategies for specific aspects of Cyber Prep.

The DHS Cybersecurity Capability Maturity Model [16] is designed to hgjarozations with
cybersecurity workforce planning. It categorizes cybersecurity warkfdevelopment activities
in three major areas: Process and Analytics, Integrated GovernancdjleadP8acticioners and
Enabling Technologies. Workforce development is part of the Governamotugd aspect of the
Cyber Prep area of Governance.

The CREST Cybersecurity Incident Response Maturity Assessment Md{lebn be used for
detailed planning in the Incident Management aspect of the Cyber Pray @ngerations.

Cyber Prep is informed by the DACS (Describing and Analyzing Cybete§ies, [7]) framework, and
an organization can use questions generated from, or alternativestetiénl the DACS framework to
articulate its strategy.

DACS defines five strata of actors, on the defender and adversasyQ@i¢he defender side, an
organization (the target user of Cyber Prep) is the middle stratunfivElstrata of adversary
actors in DACS correspond to the five scopes of adversary actinit@ger Prep (see Section
3.2).

DACS defines three aspects of an actor’s strategy that could be éifgdiee decisions and
actions of actors on the other side: capabilities, intent, taggetnd timeframe. On the defender
side, these aspects are represented in the areas and aspects ofdpyber Pr

o0 DACS identifies three major types of capabilitieeethodqpre-planned applications of
resources)esourceghat can be directed or allocated, aeldtionships DACS further
identifies three broad types fsourceghat can be directed or allocated: technical, financial,
and organizational. Consideration of financial and organizational eEsoir an
organization’s strategy is reflected in the Governance Structuret afi&der Prep. Other
governance-related organizational resources are reflected in diptahdity and Internal
Integration aspects. DACS identifies two sub-types of technicaliress (technological and
informational).Technological resourcdsclude tools (e.g., intrusion detection systems) and
technologies (e.g., moving target defenses), supported by processes amagherso
Informational resourcesonsist of sharable or reusable knowledge about vulnerabilities,
strengths, and defensible configurations of specific technologies orcgspthalware,
indicators, and adversary TTPs; and threat trends. Consideration of tggbalalesources in
an organization’s strategy is reflected in the Architecture @yba&r Prep, particularly in
Functionality, as well as in the Security Posture Assessment and Foraasisidaspects of
Operations. Consideration of informational resources is reflected iar@awe (External
Coordination), Operations (Threat Intelligence & Analysis, Trainingefad®ness), and
Architecture (Security Engineering Orientation).

o0 DACS identifies three aspects of intent: non-cyber goals, cyber goalsslatéde-offs.
Consideration of non-cyber goals is reflected in the Internal Integratioot agpe
Governance, while cyber goals are reflected in the Incident Managespeut of
Operations. Risk trade-offs are reflected in the Mitigation Philmgagpect of Governance,
and the Versatility aspect of Architecture.

0 Targeting — the prioritization of classes of adversaries, or affgpadversaries, against
whose activities the organization will focus its efforts — isefnilargely by the organization’s
intent, and its orientation to a class of adversaries. Thus, an otgariz&yber Prep class,
and its characterization of its adversaries, are expressiongarfising.
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Appendix C  Glossary and Abbreviations

C.1 Glossary

Term

Advanced
Per sistent
Threat

Adversary

Adver se Cyber
Event

Anticipate

Asset

Availability

Collaboration

Computer
Networ k
Defense (CND)

Definition
An adversary that possesses sophisticated levels of expertise rafidasity
resources which allow it to create opportunities to achieve itstoigedy using
multiple attack vectors (e.g., cyber, physical, and deception). The=siobs
typically include establishing and extending footholds within the information
technology infrastructure of the targeted organizations for purposadgiltfating
information, undermining or impeding critical aspects of a mission, program, or
organization; or positioning itself to carry out these objectives inutioeef. The
advanced persistent threat: (i) pursues its objectives repeatedigrogrtended
period of time; (ii) adapts to defenders’ efforts to resist it; @&ndsdetermined to
maintain the level of interaction needed to execute its objecfies

Individual, group, organization, or government that conducts or has the intent to
conduct detrimental activities. [70] [26]

An event involving cyber resources that has adverse consequences for cyber
resources, mission or business functions, an organization, an individuabbr set
individuals, a critical infrastructure sector, a region, or the natiduesse cyber
events include, but are not limited to, cyber attacks.

(Cyber Resiliency Goal) Maintain a state of informed preparedneaslfersity.
[71] [63] [64]

(1) An item of value to achievement of organizational mission/busoigsstives.
Note 1:Assets have interrelated characteristics that declalue, criticality, and the
degree to which they are relied upon to achievammgtional mission/business
objectives. From these characteristics, approppiaitections are to be engineered into
solutions employed by the organization.

Note 2:An asset may be tangible (e.g., physical item sischardware, software,
firmware, computing platform, network device, on@t technology components) or
intangible (e.g., information, data, trademark,\eaght, patent, intellectual property,
image, or reputation].72]

(2) An item, capability, or service of value to achievement of org#oizal

mission or business objectives.

Ensuring timely and reliable access to and use of information. [73]

Note: Mission/business resiliency objectives extend thecept of availability to refer to a
point-in-time availability (i.e., the system, conmgmt, or device is usable when needed)
and the continuity of availability (i.e., the systecomponent, or device remains usable for
the duration of the time it is needed). [72]

The parties plan for, allocate resources to, and jointly managéiastte achieve

a common goal or address a common problem; these activities are designed to
avoid impeding or negating one another’s efforts. [7]

Actions taken to defend against unauthorized activity within computer rietwor
CND includes monitoring, detection, analysis (such as trend and patteysigihal
and response and restoration activities. [51]

Note that this term has been superseded by detengberspace operations.
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Term
Confidentiality

Constrain

Continue

Conventional
Cyber Threat
(or Cyber
Adversary)

Cooperation

Coordination

Criticality Level

Cyber
Cyber Attack

Cyber Cour se of
Action

Cyber Defender

Cyber Event

Cyber
Intelligence
Report

Definition
Preserving authorized restrictions on information access and dis¢losluding
means for protecting personal privacy and proprietary information. T32] [
(Cyber Resiliency Objective) Limit damage from adversity. [71] [68]

(Cyber Resiliency Objective) Maximize the duration and viability ofetal
mission/business functions during adversity. [71] [63] [64]

An adversary addressed by established standards of good practice, andufaparti
by the baselines in NIST SP 800-53R4 [38]. Conventional cyber adversaries
include hackers using malware and TTPs easily recognized by maladre
intrusion detection systems, as well as insiders abusing theiegesi

The parties seek to achieve a common goal or address a common problem, and to

avoid impeding or negating one another’s efforts. [7]

The parties plan for, allocate resources to, and manage separategttivi
achieve a common goal or address a common problem; these activities are
designed to avoid impeding or negating one another’s efforts. [7]

Refers to the (consequences of) incorrect behavior of a system. The rars ser
the expected direct and indirect effects of incorrect behavior, thertige
criticality level. [70]

A modifier that indicates a presence in, or involvement with, cyberspace

An attack, via cyberspace, targeting an enterprise’s use of cyberfgpaice
purpose of disrupting, disabling, destroying, or maliciously controlling a
computing environment/infrastructure; or destroying the integrityetitita or
stealing controlled information. [51] [74]

A set of activities by cyber defenders (e.g., DCO staff; staff iecan8y

Operations Center or a Cyber Security Operations Center) and, as neegled, oth
cyber staff (e.g., staff in a Cyber Operations Center, system athatiois,

network operators) and mission staff in response to adverse cybes. event

An individual responsible for defending organizational mission, systems,
networks, and devices by detecting, analyzing, responding to, reporting on, and
thwarting cyber attacks.

Note: A cyber defender is typically assigned tceaBity Operations Center (SOC). The
role of cyber defender is distinct from that ofyatem administrator, security
administrator, or cybersecurity staff member.

An event involving cyber resourcés.

Formal and informal reports from SOCs, commercial vendors, independent
security researchers, or independent security research groupstatdi
information about attempted or confirmed intrusion activity, threats,
vulnerabilities, or adversary TTPs, often including specific atiiadicators. [40]

37 Note that [1] provides the following definition tifybersecurity event”: “A cybersecurity changetthay have an impact on
organizational operations (including mission, calitéds, or reputation).”
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Cyber
Prepar edness

Cyber
Resiliency

Cybersecurity

Cyber security
Staff

Cyber space

Cyber space
Attack

Cyber Risk

Cyber Threat
Analyst

Cyber Threat
I nformation

Data Integrity

Defensive
Cyber space
Operations

Detect

Disruption

Preparedness to handle cyber attacks as well as stealticjonmlyber activities
over extended periods.

Note: Cyber preparedness can be a property ofganaation, region, sector, mission, or
nation.

The ability to anticipate, withstand, recover from, and adapt to adverseicosdit
stresses, attacks, or compromises on cyber resources.

The process of protecting information by preventing, detecting, and responding to
attacks. [1]

(1) Individuals, typically working in the office of a Chief Information Setyuri
Officer or equivalent role, responsible for performing analyses waftind
policies and procedures.

(2) Individuals who have been assigned responsibility for enforcing some aspects
of the organization’s cybersecurity policies and/or carrying out fpeci
cybersecurity procedures.

Note: For purposes of distinguishing between pregaess levels, this phrase is used to
contrast with “cyber defender.” Defensive cybergpaperations are a secondary
responsibility, at best, of cybersecurity staff.

A global domain within the information environment consisting of the
interdependent network of information systems infrastructures ingle
Internet, telecommunications networks, computer systems, and embedded
processors and controllers. [51]

Cyberspace actions that create various direct denial effectdggeadation,
disruption, or destruction) and manipulation that leads to denial that is lddden
that manifests in the physical domains. [70]

Risk due to malicious cyber activity (MCA).

A cyber defender responsible for analyzing and generating cyber intedligenc
reports as well as for creating, sharing, and analyzing detailedtbtybat
information.

Information about cyber attacks, activities by cyber adversariegnaldilities,
and potential defender actions, including observables, incidents, agivET$s,
exploit targets, cyber courses of action, cyber campaigns, and cyladrattics.
(derived from [48])

The property that data has not been altered in an unauthorized manner. Data
integrity covers data in storage, during processing, and while inttrigigi

Passive and active cyberspace operations intended to preserve thé¢cabiiiize
friendly cyberspace capabilities and protect data, networks, neteceagabilities,
and other designated systems. Also called DCO. [75]

(CSF Functional Area) Develop and implement the appropriate actiwties
identify the occurrence of a cybersecurity event. [1]

An unplanned event that causes a system, application, or service to be imoperabl
or to operate at an unacceptable level of service, for an unacceptaedétime
(e.g., minor or extended power outage, extended unavailable network, or
equipment or facility damage or destruction). ( [70], adapted)
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Enterprise
Architecture
(EA)

Evolve

Forensic Analyst
Forensics
Friction
Avoidance

Identify

I nformation
Security Risk

Integrity

Malicious Cyber
Activity

(1) The description of an enterprise’s entire set of informatietems: how they

are configured, how they are integrated, how they interface to theaxtern
environment at the enterprise’s boundary, how they are operated to support the
enterprise mission, and how they contribute to the enterprise’s oeratity
posture. [51]

(2) A strategic information asset base, which defines the missmmftirmation
necessary to perform the mission, the technologies necessary tonpidor
mission, and the transitional processes for implementing new techemlogi
response to changing mission needs; and includes a baseline architdenget, a
architecture, and a sequencing plan. [76] [70]

(3) An enterprise architecture (EA) is a conceptual blueprintdifates the
structure and operation of an organization. The intent of an entenuisieture
is to determine how an organization can most effectively achieve ientamd
future objectives. [52]

(Cyber Resiliency Goal) Adapt mission/business functions and/or supporting
capabilities to predicted changes in the technical, operationaleat thr
environments[71] [63] [64]

A cyber defender responsible for analyzing artifacts (e.g., mahaadeflamage
from cyber attacks.

The practice of gathering, retaining, and analyzing computer-related data for
investigative purposes in a manner that maintains the integrity of td dait

The parties seek to avoid impeding or negating one another’s efforts to adress
common problem. [7]

(CSF Functional Area) Develop the organizational understanding to manage
cybersecurity risk to systems, assets, data, and capabilities. [1]

The risk to organizational operations (including mission, functions,g@mag
reputation), organizational assets, individuals, other organizationtheahhtion
due to the potential for unauthorized access, use, disclosure, disruption,
modification, or destruction of information and/or information systemg. [26

(Information) Guarding against improper information modification or detstr,
and includes ensuring information non-repudiation and authenticity. [73] [72]

Note: This term typically includes both data iniggand system integrity.

Activities, other than those authorized by or in accordance with U.S. laveeibla
to compromise or impair the confidentiality, integrity, or avaiiabdf computers,
information or communications systems, networks, physical, or virtual
infrastructure controlled by computers or information systems, omiafion
resident thereon. [77]
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Mission
Assurance

Operational
Resilience

Prepare

Prevent / Avoid

Protect

Re-Architect

Reconstitute

Recover

Resilience

Resource

Respond

The ability of operators to achieve their mission, continue criticalgases, and
protect people and assets in the face of internal and external aéciokysical
and cyber), unforeseen environmental or operational changes, and system
malfunctions. [78]

Both an integrative framework and a process to protect or ensure theiednt
function and resilience of capabilities and assets - including personnel, eqtiipm
facilities, networks, information and information systems, infrasirectand

supply chains - critical to the performance of DoD MEFs in any operating
environment or condition. [79]

The ability of systems to resist, absorb, and recover from or adapt toeseadv
occurrence during operation that may cause harm, destruction, or loss ptabilit
perform mission-related functions. [70]

(Cyber Resiliency Objective) Maintain a set of realistic cesief action that
address predicted or anticipated adver§ity] [63] [64]

(Cyber Resiliency Objective) Preclude successful execution ckaitahe
realization of adverse conditiofg.1] [63] [64]

(CSF Functional Area) Develop and implement the appropriate safegoiards t
ensure delivery of critical infrastructure services. [1]

(Cyber Resiliency Objective) Modify architectures to handle adyer®ore
effectively.[71] [63] [64]

(Cyber Resiliency Objective) Restore as much mission/businessoiualdyy as
possible subsequent to adversji#l] [63] [64]

(Cyber Resiliency Goal) Restore mission/business functions durinafi@nd
adversity[71] [63] [64]

(CSF Functional Area) Develop and implement the appropriate actities
maintain plans for resilience and to restore any capabilities ocegthat were
impaired due to a cybersecurity event. [1]

The ability to prepare for and adapt to changing conditions and withstand and
recover rapidly from disruptions. Resilience includes the abilityitiostand and
recover from deliberate attacks, accidents, or naturally occurriretstoe
incidents. [70] [80]

An asset or a component of, or a service or capability provided by, a system, which
can be used by multiple mission / business functions.

This term is defined so that cyber resources can be défi@mheral examples of
cyber resources include capacity (bandwidth, processing, and storadejaitear
software, firmware, and services. Other examples are more symtem-
mission/business process-specific, and can include information (wimdieda a
specific form such as a database, or of a specified quality) as veelrgsiting or
networking services subject to service level agreements (SLAs

(CSF Functional Area) Develop and implement the appropriate actiattake
action regarding a detected cybersecurity event. [1]

38 Note that [51] provides the following definitior ‘thformation resources”: “Information and relategsources, such as
personnel, equipment, funds, and information tetdgyo”
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Risk Frame The risk frame establishes a foundation for managing risk and delineates the
boundaries for risk-based decisions within organizations. Establisheadistic
and credible risk frame requires that organizations identify:s)assumptions
(e.g., assumptions about the threats, vulnerabilities, consequences/anpac
likelihood of occurrence that affect how risk is assessed, responded to, and
monitored over time); (i) risk constraints (e.g., constraints on tkessessment,
response, and monitoring alternatives under consideration); (iiiotetahce
(e.g., levels of risk, types of risk, and degree of risk uncertainty that ar
acceptable); and (iv) priorities and trade-offs (e.g., the velamportance of
missions/business functions, trade-offs among different types of risk that
organizations face, time frames in which organizations must addressdsknya
factors of uncertainty that organizations consider in risk responggs). [

Security A description of the structure and behavior of an enterprise’s sepuitesses,

Architecture information security systems, personnel and organizational sub-unitsnghow
their alignment with the enterprise’s mission and strategic plag],(IA
architecture, adapted)

Security A team composed primarily of security analysts organized to detectzenal
Operations respond to, report on, and prevent cybersecurity incidents. [40]
Center (SOC)

Security Posture The security status of an enterprise’s networks, information, arehsysas
determined by resources (e.g., people, hardware, software, policies) and
capabilities in place to manage the defense of the enterprise aattas the
situation changes. ( [51], adapted)

Sensitivity A measure of the importance assigned to information by its owner, for {haespur
of denoting its need for protection. [70]

Situational Within a volume of time and space, the perception of an enterprise’s security
Awareness (SA) posture and its threat environment; the comprehension/meaning of both taken
together (risk); and the projection of their status into the near fyiile

Stepping-Stone  An attack designed to acquire and maintain a foothold in one organization’s

Attack systems, as a launching point for attacks on another organization.

Supply Chain A system of organizations, people, activities, information, and resounsssbiy
international in scope, that provides products or services to consun@grs. [

Supply Chain Attacks that allow the adversary to utilize implants or other vulréres inserted

Attack prior to installation in order to infiltrate data, or manipulate inforamati

technology hardware, software, operating systems, peripherals (itifmmma
technology products) or services at any point during the life cycle. [70]

System Integrity The quality that a system has when it performs its intended function in an
unimpaired manner, free from unauthorized manipulation of the system, whether
intentional or accidental. [70]

Threat Any circumstance or event with the potential to adversely impachiaageonal
operations (including mission, functions, image, or reputation), orgamaati
assets, individuals, other organizations, or the Nation through an information
system via unauthorized access, destruction, disclosure, modification of
information, and/or denial of service. [70] [26]
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Transform

Understand

Withstand

(Cyber Resiliency Objective) Modify mission / business functions and sinupo
processes to handle adversity more effecti@l¥] [63] [64]

(Cyber Resiliency Objective) Maintain useful representationsisdion
dependencies and the status of resources with respect to possible adivéaisity
[63] [64]

(Cyber Resiliency Goal) Continue essential mission/business functigpisede
adversity [71] [63] [64]

C.2 List of Abbreviations

ACSC
APT
ATT&CK™
C2
CAL
CAPEC
CDM
CEO
Cl
CKC
CND
CNSS
COOP
COTS
CP
CRR
CS
CSF
DACS
DCO
DDoS
DHS
DMD
DoD
DOE

Advanced Cyber Security Center

Advanced Persistent Threat
Adversarial Tactics, Techniques, and Common Knowledge
Command and Control

Cyber Attack Lifecycle

Common Attack Pattern Enumeration and Classification
Continuous Diagnostics and Monitoring

Chief Executive Officer

Critical Infrastructure (sector)

Cyber Kill Chain

Computer Network Defense

Committee on National Security Systems

Continuity of Operations (or Continuity of Operations Planning)
Commercial Off-the-Shelf

Cyber Prep

(DHS) Cyber Resilience Review

Cybersecurity

(NIST) Cybersecurity Framework

Describing and Analyzing Cyber Strategies (framework)
Defensive Cyberspace Operations

Distributed Denial of Service

Department of Homeland Security

Decision Making Disruptions

Department of Defense

Department of Energy
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DoS Denial of Service

DSB Defense Science Board

EA Enterprise Architecture

FFIEC Federal Financial Institutions Examination Council
HITRUST Health Information Trust Alliance

I&W Indications and Warning

IAB Inter Agency Board

ISAO Information Sharing and Analysis Organization
ICT Information and Communications Technology
ISAC Information Sharing and Analysis Center
ISAO Information Sharing and Analysis Organization
IT Information Technology

JTF Joint Task Force Transformation Initiative

LE Law Enforcement

MA Mission Assurance

MCA Malicious Cyber Activities (or Activity)

MIL Maturity Indicator Level

NACD National Association of Corporate Directors
NIST National Institute of Standards and Technology
OPSEC Operations Security

oT Operational Technology

Pl Personally Identifiable Information

POC Point of Contact

RMM (CERT) Resilience Management Model™

SA Situational Awareness

SCRM Supply Chain Risk Management

SLA Service Level Agreement

SOC Security Operations Center

SP Special Publication

STIX Structured Threat Information eXpression
TAXII Trusted Automated eXchange of Indicator Information
TTPs Tactics, Techniques, and Procedures
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